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Preface

The main goal of high-energy physics is to identify the fundamental constituents of matter and
to understand their mutual interactions. The persistent search for these elementary particles
has over the last 30 years lead to some of the most remarkable discoveries in modern science.
The constant strive to push the frontiers in particle physics further and further has resulted in
the construction of increasingly powerful accelerators throughout the last couple of decades.
By constantly increasing the collisions energy and the interaction rate of these accelerators is
has been possible to steadily uncover pieces of a puzzle that describes the fundamental forces
and building blocks of nature.
The standard model is a mathematical framework that joins together three out of the four
fundamental forces (the electromagnetic, the weak and the strong) in nature. The standard
model has ever since its formulation been extraordinary successful in describing and predicting
basically all observed phenomenon within the realm of particle physics.
The Large Hadron Collider (LHC) started operation in November 2009 by providing proton-
protons collisions at a center-of-mass energy of 900 GeV. The collision energy was later
increased to 7 TeV in the beginning of 2010 setting a new world record. The largest experiment
at the LHC is ATLAS (A Toroidal LHC ApparatuS) which is a general purpose experiment
optimized towards the discovery of the Higgs boson. Apart from the Higgs searches in the
various decay channels, ATLAS will also focus on a wider scientific program that stretches
from precision measurement of standard model parameters to the discovery of new physics
signatures beyond the standard model. Common for all of these topics is that there is a need
to not only maximize the collision energy but also the interaction rate. In the case of Higgs
searches and searches beyond the standard model, the production cross section is expected
to be very small and thus a high interaction rate is needed. Not only is it important to
achieve a high interaction rate but it is also important to obtain a precise measurement of the
luminosity which quantifies the interaction rate. A precise measurement of the luminosity at
hadron colliders is of the uttermost importance since it provides a prediction of the expected
event rate of processes with a known cross section. Furthermore a precise measurement of
the luminosity is needed to set limits on new processes under study. Once the existence of a
new process is settled the luminosity is needed to provide a measurement of the production
cross section. In many cases, the measurement of the luminosity will provide the dominating
uncertainty on the final cross section measurement. It is therefore crucial to be able to measure
the luminosity with high accuracy. Apart from physics studies, continuous measurements of
the luminosity will also assist in the monitoring of the accelerator performance and help
optimize the performance of the LHC.



2 CONTENTS

Outline of the thesis

The focus of this thesis and the work behind it can be divided into three topics:

1. The development and study of a Monte Carlo based model to describe the LUCID
detector in ATLAS (part III of the thesis).

2. The performance of LUCID as an ATLAS luminosity monitor (part IV of the thesis).

3. A study to estimate the possibility of using the production of Z bosons as an alternative
to measure the luminosity (part V of the thesis).

The first two topics are to a large extent connected in the sense that in order to study the
performance of the LUCID detector as a luminosity monitor it is crucial to have a realistic
Monte Carlo simulation of the detector. It is therefore important, not only to develop a
realistic simulation of the detector but also to track down areas where the simulation might
fail to describe the real data. In order to do so, the Monte Carlo description must first be
exposed to a series of self-consistency check both in stand-alone mode and as a part of the full
ATLAS detector simulation framework. This is both to validate the final design in terms of
expected performance and perhaps most importantly to identify possible sources of system-
atic uncertainty from the simulation. Especially the latter is important to study, since any
uncertainties being introduces by the Monte Carlo description of the detector will propagate
directly into the luminosity measurements and affect the ability to provide a precise result.
After the self-consistency check, the results from the detector simulation must be compared
to the response of the detector to real data. Only then will it be possible to estimate how
realistic the detector simulation really is. Another source of systematic uncertainty, which will
affect the precision of the luminosity measurement comes from the methods and algorithms,
which are used to calculate the luminosity.

In summary, the main aim of the thesis is:

To develop methods to measure the luminosity at ATLAS and to study the precision of these
methods. Emphasis in this study is put on methods using the LUCID detector but also on
the possibility to use Z boson production for luminosity measurements.

The aim is reflected in the general layout of the thesis. Chapter 1 gives a brief introduction
to the standard model with the intention to provide the reader with the basic concept to
understand the production of gauge bosons which will be used later in the thesis. A detailed
description of the LHC and the ATLAS experiment is given chapter 2 and 3. Emphasis is
put on the description of the muon spectrometer and the forward detectors since these are
used later in the thesis. The concepts of luminosity determination is given in chapter 4 which
also explains the difference between relative and absolute luminosity determination. Chap-
ter 5 gives a detailed description of the LUCID detector. Both the general layout of the
detector and the readout electronics are addressed in this chapter. Chapter 6 describes the
Monte Carlo model of LUCID as it has been implemented in the general ATLAS software
framework. The chapter presents results from a simulation study which has been carried out
to validate the description of the detector. At the end of the chapter the various sources of
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systematic uncertainty from the detector description are identified and the various contribu-
tions are estimated. The performance of the LUCID detector is addressed in chapter 7 where
results from the early 2010 data-taking period are compared to results from simulations. The
detection efficiency and the average hit multiplicity will also be addressed in this chapter
since they are needed later for the luminosity determination. Chapter 8 first introduces the
concepts of luminosity algorithms and later derives a set of online and offline algorithms. The
performance and precision of the different algorithms are tested using Monte Carlo simula-
tions. The precision of the luminosity measurements is further addressed at the end of the
chapter where the sources of systematic uncertainty from the algorithms are addressed. The
algorithms are in chapter 9 used to determine the luminosity for a selected list of runs taken
in 2010. Two different types of calibration are used to obtain the final results. Chapter 10 and
11 presents a feasibility study carried out to investigate the possibility of using Z0 production
as a way to measure the absolute luminosity. Chapter 10 addressed the theoretical sources of
systematic uncertainties from the predictions of the Z0 production cross section. Chapter 11
presents an event selection procedure designed to select Z→ µ+µ− event. The performance
of the selection procedure is tested using Monte Carlo simulations and later applied to a real
data set recorded by the ATLAS detector. The results from this method are compared to the
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Chapter 1

The Standard Model of Particle
Physics

The notion that all matter consists of fundamental and indivisible building blocks can be
traced back to ancient Greece in the 6th century BC. These ideas where studies by the
philosophers Epicurus, Democritus and Leucippus [1] who lay the ground to the doctrine of
atomism. They postulated that everything is composed of atoms which are physical entities in
empty space. By the nature of the doctrine these early ideas were founded in abstract, philo-
sophical reasoning rather than experimentation and empirical observation. In the early 19th
century, John Dalton an English chemist, could through his work on stoichiometry conclude
that a single and unique type of particle would give raise to the the elements of nature [2]. It
was believed that this particle was fundamental and indivisible and was therefore named atom
after the Greek word for indivisible. Towards the the turn of the century the discovery of
the electron, and subsequently the discovery of the atomic nucleus convinced physicists that
atoms were not the fundamental particles of nature but in fact, composed of even smaller
particles. Throughout the 20th century several experiments were caried out in the areas of
nuclear and quantum physics, culminating in the discovery of nuclear fusion [3] and nuclear
fission [4] in 1939. In the same spirit various scattering experiments were used during the
1950s and 1960 to uncover a larger variety of different particles. These were referred to as
the particle zoo. The lack of any apparent system to explain the relationships between the
hundreds of known strongly interacting particles (hadrons) lead to a confusing situation in
the late 1960s. However during the 1970s a large effort went into formulating a model in
which the large number of particles could be explained as combinations of a (relatively) small
number of fundamental particles. This model came afterwards to be known as the Standard
Model and is the cornerstone of modern particles physics.

In modern particle physics the main focus is the study of elementary particles1. An
elementary particle or a fundamental particle is a particle without substructure which means
that it is not made up from smaller particles. As such the elementary particles must be
the fundamental building block of nature out of which all other particles are formed. In the

1Strictly speaking, the term particle is a misnomer because the dynamics of particle physics are governed
by quantum mechanics. As such, they exhibit wave-particle duality, displaying particle-like behavior under
certain experimental conditions and wave-like behavior in others.
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Standard Model, the quarks, leptons, and gauge bosons are elementary particles [5].
The basic tennet of the standard model is that all matter is composed of elemetrary spin−1

2
fermion constituents, namely the quarks and leptons. Quarks, unlike the leptons with integral
charge, carry fractional charge ( 2

3e and −1
3e ) . These constituents can interact by exchange of

various spin-1 bosons which in the Standard Model are the mediators or carriers of the different
types of interactions. Electromagnetic interactions account for the formation of atoms and
molecules by providing the binding force between the nucleus and the electron. Another
fundamental interaction is the Strong interaction or the strong nuclear force. The Strong
interaction is often considered as the most complicated of the interactions in the standard
model because of the way it varies with distance. On a smaller scale the residual force of the
strong interaction (strong nuclear force) is responsible for the formation of protons and other
hadrons by binding quarks together. On a larger scale the strong interaction is responsible
for binding the protons and neutrons together to form the nucleus of an atom. The third
interaction of the Standard Model is the Weak interaction. The weak force is responsible for
a wide range of nuclear phenomena e.g the slow process of radioactive β−decay of the nuclei.
In addition to the electromagnetic, strong and weak interaction between quarks and leptons,
there is a fourth force of nature - gravity. However, in comparison with the other three forces,
gravity is so weak that it can safely be ignored at the scales relevant for experimental particle
physics. Also no attempt has yet been successful in merging General Relativity, the theory
of gravity, with the standard model.

1.1 Inputs to the Standard Model

As mentioned above, the basic assumption of the Standard Model is that the fundamental
constituents of matter are the quarks and leptons. However, the Standard Model do not
explain the number of quarks and leptons or explain such properties as their mass. They
are as such taken at this level to be truly fundamental in nature and are thereby considered
as inputs to the Standard Model. As it turns out this is not an unreasonable assumption.
There are so far no experimental evidence that quarks and leptons have an internal structure
in terms of form factors or excited states.

1.1.1 Fundamental Particles

The fermionic part of the Standard Model consists of twelve fermions categorized into three
generations. Each fermion belongs to a generation according to its mass and charge. Particles
from the first generation are the lightest and do not decay; hence all ordinary (baryonic)
matter is made of such particles. Second and third generation charged particles decay with
very short half lives and are observed only in very high-energy environments. Neutrinos on
the other hand are stable but only interact weakly. Table 1.1 summarizes some properties of
the Standard Model fermions.

Leptons There are six flavors of leptons in the Standard Model along with their antiparti-
cles. Starting from the first generation, the members of the lepton families are: The electron
e and electron neutrino νe, the muon µ and the muon neutrino νµ, the tau τ and tau neutrino
ντ . The first lepton to be identified was the electron which was discovered by J.J. Thomson
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Generation Leptons Quarks

1 e νe u d
(0.511 MeV) (∼ 2 MeV) (∼ 2 MeV)

2 µ νµ c s
(106 MeV) (1205 MeV) (95 MeV)

3 τ ντ t b
(1777 MeV) (172×103 MeV) (4500 MeV)

Electromagnetic charge -1 0 2
3 -1

3
Strong interactions no no yes yes
Weak interactions yes yes yes yes

Table 1.1: The basic fermions of the Standard Model included approximate observed masses [6].
Antiparticles such as e+, ū etc have charges of opposite sign. The neutrinos νe , νµ and ντ are
per construction massless in the Standard Model but future experiment might provide unambigious
evidence for neutrino masses. Eletromagnetic charges are given as multiples of the proton charge e.

in 1897. After nearly 40 years the muon was then discovered by Carl D. Anderson in 1936. It
was originally believed that the muon was a meson on account of its relatively large mass. It
later became clear that the muon had to be a lepton similar to the electron due to its lack of
sensitivity to the strong force. The tauon or the τ was discovered by Martin Lewis Perl and
his colleagues in a series of experiments from 1974 to 1977 at the Stanford Linear Accelerator
Center (SLAC). The neutrinos was first postulated by Wolgang Pauli in order to establish en-
ergy and momentum conservation in beta decay where an atomic nuclus decays into a proton,
an electron and a neutrino. All flavors of neutrinos were subsequently discovered by various
experiments [7] [8].

Quarks The history of the quark model dates back to the beginning of the sixties when
Gell-Mann [9] and Zweig [10] proposed that the spectrum of the strongly interacting particles
could be accounted for by introducing some elementary constituents called quarks2. In the
quark model mesons were considered to be quark antiquark bound states and likewise baryons
as bound states of three quarks. The integer charge of the (then) known hadrons were
explained by assuming that the quarks could exist in three different flavors, up(u), down(d)
and strange(s) with fractional charge (see tab. 1.1). According to Fermi-Dirac statistics,
the existence of particles composed of three quarks has to be precluded, since three identical
fermions with their spins aligned cannot exist in a symmetric s-wave ground state. This led to
the idea that quarks carry an additional quantum number called color, a conjecture supported
by experimental observations. The color charge of a quark has three possible values: red(r),
green(g) and blue(b). Leptons do not carry color, and hence they do not participate in strong
interactions. The implication of the color charge of quarks are discussed in greater detail in
section 1.3.

2Gell-Mann found inspiration to the word quarks, from a passage in Finnegan’s Wake by James Joyce:
”Three quarks for Muster Mark”.
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1.1.2 Mathematical Framework

Symmetries have always played an important role in the development of physics. Not only
have they provided a useful tool when deriving solutions to a specific problem but additionally
the Noether theorem [11] establishes that symmetries implies conservation laws. A special
class of internal symmetries, called gauge-symmetries, arise when a mathematical description
of a quantum field posses unphysical degrees of freedom. More specifically, gauge symmetries
occur when the physical system described by a certain langrangian is invariant under a lo-
cal phase transformation. In the light of Noether theorem a natural question to ask would
be: upon imposing invariance of a physical system to a certain group of symmetries, would
it be possible to predict the form of the interactions between the particles in the physical
system? Or phrased in another way - do symmetries also imply dynamics? This is in fact
what happened in the case of Quantum ElectroDynamics (QED) in which electromagnetic
interactions between charged particles can be attributed to a gauge field - the photon - which
follow directly from the principles of invariance under local gauge transformations of the
U(1) group. This principle can likewise be generalized to other types of interactions. The
non-Abelian3 groups SU(3)C and SU(2)I × U(1)Y represent respectively Quantum Chromo-
Dynamics. (QCD), the theory that describes the strong force, and electroweak theory, which
unifies the Electromagnetic and Weak forces. The complete symmetry group of the Standard
Model is thus:

SU(3)C × SU(2)I × U(1)Y (1.1)

where the subscripts C, I and Y refer to the conserved charges of each group: the color
charge, weak isospin and weak hypercharge.

Since the Standard Model is a quantum field theory it utilises a Lagrangian operator
to completely describe the particles and the interactions between them. In the following
sections the gauge field theories describing the Elecromagnetic, Strong and Weak forces and
the resulting Lagrangians will be described in more detail. For a more complete discussion
see, for example [12] [13] [14] and [15].

1.2 Quantum electrodynamics

Historically, Quantum electrodynamics was the first of the modern quantum field theories. It
is the most theoretically and experimentally well studied of the Standard Model sectors and
provides as such a good introduction to the Standard Model as well as to the notion that
symmetries can imply dynamics.
The structure of the QED Langrangian is obtained by requiring that the system remains
unchanged after a space time dependent phase transformation. The starting point to illustrate
this is the free Dirac Lagrangian for a free fermion field ψ with mass m:

Lψ = ψ̄(i/∂ −m)ψ (1.2)

which is not invariant under the local gauge transformation,

ψ → ψ′ = e−iα(x)ψ (1.3)

3a non-abelian group is a group, in which the elements do not commute.
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since

Lψ → L′ψ = Lψ + ψ̄γµψ(∂µα) (1.4)

However if a gauge field is introduced trough a minimal coupling in terms of a covariant
derivative

(Dµ) ≡ ∂µ − ieAµ requiring that Aµ → A′µ = Aµ +
1

e
∂µα (1.5)

the Langrangian from eq 1.2 now transforms as:

Lψ → L′ψ = Lψ − eψ̄γµψAµ (1.6)

canceling the extra term in eq. 1.4 thus leaving Lψ invariant under U(1) gauge transforma-
tions. From eq. 1.6 it is seen that the coupling between ψ (e.g electrons) and the gauge field
Aµ arises naturally when it is required that the kinetic terms of the free fermion Lagrangian
are invariant under local gauge transformations - illustrating the point that symmetries do in
fact imply dynamics. Apart from the fermionic part, the QED Langrangian also includes a
pure gauge term due to the fact that gauge fields are truly propagating fields:

LA = −1

4
FµνF

µν where Fµν ≡ ∂µAν − ∂νAµ (1.7)

This Lagrangian together with 1.6 describes Quantum electrodynamics

LQED = −1

4
FµνF

µν + ψ̄(i /D −m)ψ (1.8)

1.3 Quantum chromodynamics

Quantum chromodynamics, the modern description of the strong interactions, contains quarks
as its basic degrees of freedom instead of electrons as is the case for QED. As mentioned above,
quarks carry color charge and can as such be seen as a physical manifestation of SU(3)C .
Hence, quarks of the same flavor are fundamental representations of SU(3)C , i.e. a triplet
q = (qr, qg, qb), where r, g, b denote the color quantum numbers of the quarks. Apart from
the quarks, QCD also contains an additional set of particles. These are the force carriers
and unlike QED where the force is mediated by a single boson, QCD has eight force carrying
bosons called gluons. Since the gluons also belong to SU(3)C which is non-Abelian, gluons
can couple to the quarks as well as to each other.
Just as for QED, the functional form of the QCD Lagrangian is derived by requiring that
the interacting system of quarks and gluons must be invariant under the gauge group of the
theory, namely SU(3)C :

LQCD = −1

4
F aµνF

µν
a +

∑
q

ψ̄qj (i /Djk −mqδjk)ψ
q
k (1.9)

where,

F aµν = ∂µA
a
ν − ∂νAaµ + 2

√
παsfabcA

b
µA

c
ν (1.10)

(Dµ)ij = δij∂µ − i
√
παsλ

a
ijA

a
µ (1.11)
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Here αs represents the strength of the strong interaction, fabc are the structure constants
of the SU(3) symmetry group. The subscripts a, b, c take values from 1 to 8. λaij are the
generators of the SU(3) group and ψqi are 4-component Dirac spinors describing quarks of
color i and flavor q. Aaµ are the eight gauge bosonic gluon fields.
One of the great triumphs of QCD is the discovery that the strong coupling constant depends
on the separation between the interacting particles. This dependence makes the strong in-
teraction constant a running coupling constant. At relatively large distances or low energy,
the coupling constant is large. As a result no free quarks have ever been observed, a fact
which is known as quark confinement. At short distances, on the other hand, the coupling
is small and the theory is said to be asymptotically free. It should be noted that also the
electroweak coupling is running, but its dependence on the scale is reversed. This difference
is the non-abelian nature of QCD, which gives rise to the last term in eq. 1.10. It is this third
term which distinguishes QCD from QED, leading to triplet and quadratic gluon self-coupling
and ultimately to asymptotic freedom.

Asymptotic freedom In QED the charge of the electron appears smaller at large distances
due to screening of its electric charge by vacuum polarization. In QCD the same thing hap-
pens, only here the explanation is not so simple and the consequences dramatically different.
In contrast to QED where the electrons only carry electrical charge, in QCD the virtual quark
pairs also carry color charge which makes the inclusion of gluons into the picture unavoidable.
Since each gluon carries both a color and an anti-color charge the net effect is to polarize the
vacuum by means of virtual gluon pairs. However, because of the nature of the gluon this does
not lead to a screening of the field but rather to augment it and affect its color - a so-called
anti-screening effect. This effect diminishes as one gets closer to the quark and as a result the
effective charge and thereby also αs decreases with decreasing distance. Asymptotic freedom
can be derived by calculating the beta-function that describes the variation of the theory’s
coupling constant under the renormalization group. To the lowest order in αs the variation
at a certain momentum scale Q is given by

∂αs(Q
2)

∂ ln(Q2)
≡ β(αs(Q

2)) ' − 1

12π
(33− 2nf )α2

s(Q
2) (1.12)

where nf are the number of quark flavours. Since there are 6 quark flavours within QCD it
can be seen that αs will decrease with increasing Q2. In fact QCD will exhibit asymptotic
freedom as long as nf < 17.

1.4 Electroweak Theory

All through the history of modern particle physics there have been several attempts to con-
struct a gauge theory for the electroweak interaction. One of the first attempts was proposed
by Swinger [16] in 1957 with a model based on the group O(3) with a triplet of gauge fields
(V 0, V +, V −). Here the neutral gauge field V 0 was associated with the photon and the two
charged fields with the weak gauge bosons. This model laid the foundation for the later
formulation and incorporation of the V − A structure in a gauge theory for the Weak inter-
actions by Buldman [17] [18] in 1958. His model, based on the weak isospin group SU(2) ,
also required the existence of three vector bosons. However as opposed to Swingers model
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the neutral gauge boson was now associated with a massive vector boson and not the photon.
A hypothesis which meant that weak interactions could be propagated not only by charged
gauge bosons but also by a neutral gauge boson. The so-called neutral current was later
discovered in a CERN neutrino experiment [19] in 1973.
In 1961 Glashow [20] noted that it was needed to go beyond SU(2) to successfully unify the
electromagnetic and weak interactions. In order to account for both the weak isospin and
the leptonic hypercharge, he suggested the gauge group SU(2)I × U(1)Y . A theory based on
this group now requires the presence of four gauge bosons: a charged triplet (W 1,W 2,W 3)
associated to the generators of SU(2) and a neutral boson (B) related to U(1) . In this model,
and in a similar model proposed by Salam and Ward [21], the physical gauge bosons of the
theory (W± and Z0/γ) now appear as linear combinations of the W 1,2,3 and B fields. These
theories have, however, one major drawback. Since they do not account for the mass terms
of the W and Z bosons these had to be put in ”by hand”. Such terms would explicitly break
the gauge invariance and in turn also ruins the prospect of making the theory renormalizable.
To preserve gauge invariance and give mass to the weak bosons Weinberg [22] and Salam
[23] employed the idea of spontaneous symmetry breaking and the Higgs mechanism. The
Glashow-Weinberg-Salam model has had immense success during the past decades and is now
referred to as the Standard Model of electroweak interactions.

1.4.1 Chiral fermions

From experiments studying nuclear beta decay it has been observed that charged weak in-
teractions are only possible between fermions with left-handed helicity. In terms of SU(2)
representations this means that left-handed fermions are placed in weak iso-doublets , while
the right-handed part are placed in weak iso-singlets. Hence, the structure of the first gener-
ation4 Standard Model fermions with respect to the weak force is given by:

Leptons : l ≡
(
νe
e

)
L

eR (1.13)

Quarks : q ≡
(
u

d

)
L

uR, dR (1.14)

In fact the subscript of SU(2) in eq 1.1 is sometimes replaced by a L to indicate that only
left-handed fermions participate in charged weak interactions. Another delimiting factor in
the structure of the weak interaction is the assignment of conserved quantum numbers. Just
as in QCD where the gluons couple to quarks by color charge, in electroweak theory the
gauge bosons couple to fermions by means of hypercharge and weak isospin. As a result the
assignment of quantum number like weak isospin TW3 and weak hypecharge Y (see table 1.2)
play an important role in categorizing the structure of the electroweak interactions.

1.4.2 SU(2)L × U(1)Y gauge invariant Langrangian

The Glashow-Weinberg-Salam Lagrangian divides naturally into three additive parts, namely
the gauge (G), fermion (F) and Higgs part (H):

LGWS = LG + LF + LH (1.15)

4A similar structure is true for the two other generations.
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Leptons TW3 Y Quarks TW3 Y

νe 1/2 −1 uL 1/2 1/3
eL −1/2 −1 dL −1/2 1/3
eR 0 −2 uR 0 4/3

dR 0 −2/3

Table 1.2: SU(2)L × U(1)Y assingment of quantum numbers . A further constraint among these
number are that Y = 2(Q− TW3), where Q refers to the electric charge of the specific fermion.

The gauge fields which couple to the weak hypercharge and isospin are respectively Bµ and−→
Wµ = (W 1

µ ,W
2
µ ,W

3
µ). The contribution from these fields to the gauge part of the Langranian

is:

LG = −1

4
F iµνF

µν
i −

1

4
BµνB

µν (1.16)

where F iµν (i = 1, 2, 3) is the SU(2) field strength:

F iµν = ∂µW
i
ν − ∂νW i

µ − g2ε
ijkW j

µW
k
ν (1.17)

and Bµν is the U(1) field strength:

Bµν = ∂µBν − ∂νBµ (1.18)

The fermionic sector of the Langrangian is constructed by including fermions with both right
and left handed chiralities. Summing over all the contributions from weak iso-doublets ψL
and weak iso-singlets ψR , LF can be obtained as:

LF =
∑
ψL

ψ̄Li /DψL +
∑
ψR

ψ̄Ri /DψR (1.19)

Since only left-handed fermions couple to iso-spin, the expression for the covariant derivative
will differ when acting on ψL and ψR. The covariant derivative for the SU(2)L doublet is
given by:

DµψL =

(
I(∂µ + i

g1

2
Y Bµ) + ig2

τ

2
· −→Wµ

)
ψL (1.20)

where g2 is the SU(2) gauge coupling constant and the 2×2 matrices I, τ are the unit matrix
and Pauli matrices respectively. The corresponding expression for the covariant derivative
when acting on the iso-single ψR is in principle the same as eq. 1.20. Since right-handed chiral
fermions do not couple to isospin the last term will be missing and the covariant derivative
is given by:

DµψR = (∂µ + i
g1

2
Y Bµ)ψR (1.21)

As a remark it should be noted that eq. 1.21 serves to define the U(1) coupling constant g1

whereas g2 was defined already in 1.17.
The system defined by LG and LF is consistent with a gauge theory of the weak isospin and
weak hypercharge. However this can not be the full story since due to the requirement of local
gauge invariance, the fields must be massless which inflicts the theory not to be physically
viable. A solution to this problem is to retain the gauge symmetry of the full Lagrangian but
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let the masses be generated by a breaking of the vacuum state symmetry. This phenomenon
is known as Spontaneous Symmetry Breaking and will be discussed further in Sect. 1.4.3.
To facilitate this type of symmetry breaking an additional sector must be added to LG and
LF to complete the full Glashow-Weinberg-Salam model. This is done by adding a complex
doublet of so-called Higgs fields to the theory:

Φ =

(
φ+

φ0

)
(1.22)

with hypercharge Y = +1, zero spin and electrical charge assignments as indicated. As a
result two new contributions to the full Lagrangian arises. One which contains the Higgs to
gauge field coupling LHG and one which contains the Higgs to fermions coupling LHF . The
former contribution can be written as:

LHG = (DµΦ)∗DµΦ− V (Φ) (1.23)

where

DµΦ =

(
I(∂µ + i

g1

2
Y Bµ) + ig2

τ

2
· −→Wµ

)
Φ (1.24)

and V denotes the self-interaction of the Higgs fields:

V (Φ) = −µ2Φ†Φ + λ(Φ†Φ)2 (1.25)

The parameter µ and λ are positive but otherwise arbitrary.
Just as the Higgs potential, the part of the Lagrangian that contains the Higgs to fermion
coupling LHF lie outside of the guiding principle of gauge invariance, since neither of them
includes any gauge fields. In fact, due to the absence of constraints from the gauge principle,
all of the parameters in V and LHF are arbitrary. The Standard Model on its own does
not contain any hints to the numerical value of these parameters and they will have to be
determined by experiments.
Denoting left-handed quarks and leptons doublets as qL and lL , LHF can be written as:

LHF = −fuq̄LΦ̃uR − fdq̄LΦ̃dR − fd l̄LΦ̃eR + · · ·+ h.c (1.26)

where Φ̃ = iτ2Φ∗ is the charged conjugated Φ and fu , fd ... denotes the coupling constants.
The Yukawa coupling between the Higgs field and a particular fermion in eq. 1.26 gives rise
to the experimentally observed phenomenon of quark mixing, a phenomenon in which a quark
from one generation changes flavor into a quark from another generation as seen from eq.
1.26. This is accounted for in the Standard Model by letting weak eigenstates be different
from the mass eigenstates.

1.4.3 Higgs mechanism and the W and Z mass

As hinted in the previous section, the mass generation for fermions and gauge bosons proceeds
by the means of Spontaneous Symmetry Breaking. In this type of symmetry breaking the
Lagrangian of the system is invariant under a given transformation but the vacuum state is
not. This will lead to an assignment of a non-zero vacuum expectation value to the fields
of the theory which in turn can be interpreted as a non-zero mass. A first example of
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Figure 1.1: Scalar potential (eq. 1.25) for µ2 < 0 (a) and for µ2 > 0 (b).

spontaneous symmetry breaking is given by the Goldstone mechanism [24] which states that
if a global symmetry of a system is spontaneously broken then the theory contains one massless
scalar for each broken generator of the original symmetry group. In the electroweak theory
a spontaneous symmetry breaking is facilitated by the Higgs potential in eq. 1.25. Here the
original symmetry group is broken in the following way:

SU(2)L × U(1)Y → U(1)em (1.27)

This means that after the spontaneous symmetry breaking, the sub-group U(1)em remains a
symmetry of the vacuum state, ensuring that the electric charge is conserved.
To show that the Higgs potential V (Φ) is responsible for a symmetry breaking of this nature
we start by minimizing V :

Φ(−µ2 + 2λΦ†Φ) = 0 (1.28)

Since λ should be positive to guarantee that the energy of the system remains bounded, the
minimum depends on the sign of µ. For µ2 < 0 the system has only one vacuum state at
〈Φ〉0 = 0 (see fig. 1.1(a)). However for µ2 > 0 the equation has two solutions and therefore
two vacuum states (see fig. 1.1(b)):

〈Φ†Φ〉0 = ±v
2

2
where v ≡

√
µ2

λ
(1.29)

In this context only the latter and non-trivial solution is interesting since it is the only
solution which has the capability of generating mass. Here this is done by choosing a specific
sign in eq. 1.29 and reformulating the Higgs Lagrangian around this vacuum configuration.
This will lead to the vacuum states loosing their original SU(2)L × U(1)Y symmetry which
is spontaneously broken down to U(1)em . In the following only the positive solution in eq.
1.29 is taken into account and the new vacuum configuration is thereby given as:

〈Φ〉0 =

(
0

v/
√

2

)
(1.30)
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The fermion and gauge boson masses can now be determined by reformulating the Higgs
Lagrangian LH = LHF + LHG in terms of 〈Φ〉0 in eq. 1.30:

Lmass = − v√
2

(fuūu+ fdd̄d+ feēe+ · · · ) +
(vg2

2

)2
W+
µ W

µ
− (1.31)

+
v2

8

(
W 3
µ Bµ

)( g2
2 −g1g2

−g1g2 g2
1

)(
Wµ

3

Bµ

)
(1.32)

where the charged fields W±µ are defined as:

W±µ =

√
1

2
(W 1

µ ∓ iW 2
µ) (1.33)

and correspond to the gauge bosons W±. The fermions masses can be read off directly from
the first term in eq. 1.31 as:

mi =
v√
2
fi (i = u, d, e, · · · ) (1.34)

Just as for the coupling constants fi, the energy scale v cannot be predicted by the Standard
Model and must be extracted from experiments. This means that even though the model can
accommodate fermions of any mass, it does not predict the actual values. On the other hand,
once the fermions masses have been measured they can be used to constrain Higgs-fermion
couplings. The mass of the charged boson W can also be read off directly from the second
term in eq. 1.31 as:

MW =
v

2
g2 (1.35)

For the masses of the neutral gauge bosons γ/Z0 the situation is a bit more complicated.
Since the mass matrix in the last term of eq. 1.31 is not diagonal in the basis of the W 3, B
states, the mass term for physical bosons γ and Z0 will be a linear combination of those:

Zµ = cos θWW
3
µ − sin θWBµ (1.36)

Aµ = sin θWW
3
µ − cos θWBµ (1.37)

where the θW is the Weinberg mixing angle defined as:

tan θW =
g1

g2
(1.38)

By diagonalizing the neutral gauge boson mass matrix in the basis defined by eq. 1.36 the
masses are found to be:

Mγ = 0, MZ =
v

2

√
g2

1 + g2
2 =

MW

cos θW
(1.39)

Taking into account low-energy phenomenology and experiments it is possible to extract a
numerical value for the energy scale v at which the spontaneous symmetry breaking occurs[6].

v =
(√

2GF

)1/2
' 246 GeV (1.40)
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Once the numerical value of v is found it is possible to make predictions for other masses
within the Standard Model since these are proportional to v:

M2
W =

πα

sin2 θW
v2 '

(
37.2

sin2 θW
GeV

)2

∼ (80 GeV)2 (1.41)

M2
Z '

(
37.2

sin2 θW cos2 θW
GeV

)2

∼ (90 GeV)2 (1.42)

assuming the experimental value of sin2 θW ∼ 0.22 [6].





Part II

The ATLAS experiment at the
Large Hadron Collider

The measurements outlined in this thesis will be made using the ATLAS detector. ATLAS will
utilize the proton-proton collisions generated by the Large Hadron Collider (LHC) to address
the most fundamental questions of physics, hopefully allowing progress in understanding the
deepest laws of nature. The following chapter provides an overview of the LHC and the
ATLAS experiment.



Chapter 2

The Large Hadron Collider

The Large Hadron Collider (LHC) [25] is a two-ring, superconducting accelerator and collider
installed in the tunnel previously occupied by its predecessor LEP [26]. The LHC is located
at the French-Swiss border near Geneva at the research facility CERN [27] and is the largest
accelerator system in the world. The next section is dedicated to describing the design and
performance of the LHC.

2.1 Design considerations

Many considerations need to be taken into account when designing a complex system like the
LHC. A considerable amount of environmental constraints come into play when building a
project at such magnitude as the LHC. The aim of the physics programs and the time scale of
the experiments are, however, the most important issues since they will determine the required
performance of the accelerator. From the point of view of the experiments at LHC, only a
few key parameters needs to be optimized. One such parameter is the total energy available
in the centre of mass frame of the two colliding particles. This parameter, commonly referred
to as the centre of mass energy (

√
s), is important since it sets the upper energy scale at

which new physics can be probed. At hadron colliders this scale is set mainly by geometrical
and magnetic constraints and the reason for this is that the magnetic field strength required
to force particle beams around the collider increases linearly with the beam energy. In the
case of the LHC the geometrical constraint was set by the circumference of the pre-existing
LEP tunnel which essentially means that upper bound of

√
s is entirely determined by the

magnetic field sustainable in the LHC dipole magnets. The highest operational magnetic
field in the LHC superconducting magnets is 8.65 T which results in a maximal achiveable
center-of-mass energy of 14 TeV.
If the proton was a an elementary particle, then the energy available for creating new particles
would be

√
s = 14 TeV. However, this is not true since at hadron colliders the primary

hard scattering occurs between two partons1 in the hadrons and not between the hadrons
themselves. The energy available for the creation of new particles is therefore not

√
s but

the centre of mass energy of the primary partonic interaction,
√
ŝ = x1x2

√
s, where x1 and

x2 are the fractional momenta carried by the two interacting partons. For proton-proton

1The word parton will be used in the following to refer to quarks and gluons as a whole.



2.2 The LHC accelerator system 23
Experimental environment 23

(b)

-8 -6 -4 -2 0 2 4 6 8

-710

-6
10

-5
10

-410

-3
10

-210

-110

x
xtwo

Entries  100001

Mean   0.01546
Mean y  0.02142

RMS     2.757

RMS y  0.05938

x1 x2

F
ra

c
ti
o
n
 o

f 
p
ro

to
n
s
 m

o
m

e
n
tu

m

Rapidity
0 200 400 600 800 1000 1200 1400

-410

-3
10

-210

-110

1

mprime

P
ro

b
a
b
ili

ty

Centre-of-mass energy (GeV)

(a)

Figure 3.1: (a) Average fractional momenta carried by the two interacting partons, x1 and x2, in proton-
proton collisions at the LHC as a function of the rapidity of the hard interaction sub-system.(b) Prob-
ability distribution for the centre of mass energy of the primary partonic interaction in proton-proton
collisions at the LHC.

Electron-positron colliders are therefore more suited for precision measurements of particles
that have been previously discovered using a hadron collider. Since the primary task of the
next generation of high energy physics experiments will be to discover the Higgs boson and
search for physics beyond the Standard Model, such studies will be made at a hadron storage
ring collider - the Large Hadron Collider (LHC).

3.1.2 The LHC accelerator system

The LHC[2] consists of a ring of superconducting magnets that will primarily accelerate and
store two 7TeV counter-rotating beams of protons3. A dipole field of 8.3T is required to con-
strain a beam containing 7GeV protons inside a 27km circular path of radius 4.3km where
2/3 of the length contains dipole magnets. At the LHC this field is supplied by 1,232 su-
perconducting Niobium-Titanium alloy magnets placed inside a cryostat containing a bath of
superfluid helium with a temperature of 1.9K. A cross-section view of one of these dipole
magnets is shown in figure 3.2(b). Ultimately it is the bending capability of these magnets
which determines the maximum beam energies that will be possible at the LHC. Under de-
sign LHC running conditions each of the beams will consist of 3564 “buckets” that will be
equally spaced around the ring’s circumference, resulting in a bucket frequency of 40MHz and
a bucket spacing of 7.5m. However, due to a complicated filling procedure where the beams
must be passed from the smaller SPS storage ring into the LHC, only 2808 of the buckets
will be filled resulting in an average bunch crossing frequency of 30MHz. Beam lifetimes of
∼10 hours will be achieved by maintaining high vacuum conditions of better than 10−8mbar
inside the beam pipes. The beams are kept apart except at four locations where the beams
cross each other resulting in proton-proton collisions with an ultimate centre-of-mass energy

3In order to study heavy ion collisions and search for quark-gluon plasmas, the primary tasks of the Alice
collaboration, the LHC will collide heavy nuclei instead of protons for one month every year.
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proton collisions at the LHC as a function of the rapidity of the hard interaction sub-system.(b) Prob-
ability distribution for the centre of mass energy of the primary partonic interaction in proton-proton
collisions at the LHC.

Electron-positron colliders are therefore more suited for precision measurements of particles
that have been previously discovered using a hadron collider. Since the primary task of the
next generation of high energy physics experiments will be to discover the Higgs boson and
search for physics beyond the Standard Model, such studies will be made at a hadron storage
ring collider - the Large Hadron Collider (LHC).

3.1.2 The LHC accelerator system

The LHC[2] consists of a ring of superconducting magnets that will primarily accelerate and
store two 7TeV counter-rotating beams of protons3. A dipole field of 8.3T is required to con-
strain a beam containing 7GeV protons inside a 27km circular path of radius 4.3km where
2/3 of the length contains dipole magnets. At the LHC this field is supplied by 1,232 su-
perconducting Niobium-Titanium alloy magnets placed inside a cryostat containing a bath of
superfluid helium with a temperature of 1.9K. A cross-section view of one of these dipole
magnets is shown in figure 3.2(b). Ultimately it is the bending capability of these magnets
which determines the maximum beam energies that will be possible at the LHC. Under de-
sign LHC running conditions each of the beams will consist of 3564 “buckets” that will be
equally spaced around the ring’s circumference, resulting in a bucket frequency of 40MHz and
a bucket spacing of 7.5m. However, due to a complicated filling procedure where the beams
must be passed from the smaller SPS storage ring into the LHC, only 2808 of the buckets
will be filled resulting in an average bunch crossing frequency of 30MHz. Beam lifetimes of
∼10 hours will be achieved by maintaining high vacuum conditions of better than 10−8mbar
inside the beam pipes. The beams are kept apart except at four locations where the beams
cross each other resulting in proton-proton collisions with an ultimate centre-of-mass energy

3In order to study heavy ion collisions and search for quark-gluon plasmas, the primary tasks of the Alice
collaboration, the LHC will collide heavy nuclei instead of protons for one month every year.

(b)

Figure 2.1: [28] (a) Average fractional momenta carried by the two interacting partons, x1 and x2,
in proton- proton collisions at the LHC as a function of the rapidity of the hard interacting sub-
system.(b) Probability distribution for the centre of mass energy of the primary partonic interaction
in proton-proton collisions at the LHC.

collisons at
√
s = 14 TeV, the average values of x1 and x2 as a function of the rapidity of the

hard interacting sub-system are shown in fig.2.1(a). This type of information is provided by
analyzing the parton density functions (PDF) and is useful since it provides valuable insight
into the anatomy of the hard interaction. With this information it is for example possible to
predict the most probable value of

√
ŝ for proton-proton collisions at LHC (see figure 2.1(b)).

The large spread in
√
ŝ makes hadron colliders the perfect facilities for the discovery of new

physics involving particles of unknown mass, since it is possible to probe many energy regions
at the same time. This is in contrast to lepton colliders where the accelerator is tuned to a
specific center-of-mass energy, making the search for some physics more time consuming.
An interesting feature displayed by figure 2.1(b) is that even though the center-of-mass energy
is high, the available energy for production of new particles in the hard interaction is likely to
be low in most interactions. In order to optimize the discovery potential for high mass new
physics at LHC, the accelerator must provide a high rate of collisions. This rate is related
to another parameter of great significance, namely the luminosity which will be mentioned
briefly below and discussed in greater detail in chapter 4.

2.2 The LHC accelerator system

Hadron colliders like the Tevatron [29] are using beams of protons and anti-protons circulating
in opposite directions in a common beam-pipe. The requirement of a very high luminosity at
the LHC excludes the use of oppositely charged beams which implies the use of two proton
beams in separate vacuum chambers. Hence, LHC is designed as a proton-proton collider
with separate magnetic fields and vacuum chambers and with common sections only at the
insertion regions where the experiments are located.
The basic layout of the LHC follows the LEP tunnel geometry which is depicted in fig. 2.2(a).
The LHC has eight arcs and eight straight sections. Each straight section is approximately 545
m long and can serve as an experimental or utility insertion. The arcs, however, are made up
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(a) (b)

Figure 2.2: (a) Location of the LHC accelerator system [30] (b) Cross- section view of one of the
LHC dipole magnets [30].

of dipoles magnets designed to bend and keep the proton beams in orbit. As mentioned above
each dipole magnet has to produce a field of 8.65 T at a current of 11.85 kA to constrain the 7
TeV protons. These requirements are met by constructing the coil of each dipole magnet out
of a superconducting Niobium-Titanium alloy. To preserve the superconductive properties
of the alloy, each magnet is placed in a cryostat and cooled with superfluid helium at 1.9K.
A cross section view of one of the dipole magnets is shown in fig. 2.2(b). Each of the main
dipole magnets is 14.3 m in length with an overall cold mass of 23.8 tonnes. In total the LHC
consists of 1232 dipole magnets and 392 quadrupole magnet to focus the beam, giving the
LHC a total circumference of almost 27 km to match the circumference of the LEP tunnel.

Figure 2.3: The LHC injector chain. Before the protons enter the LHC they are pre-accerated in the
following accelerators: (i)Linac, (ii)PSB (Booster), (iii)PS, (iv)SPS and finally (v)LHC.
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2.2.1 The injection chain

At LHC a 400 MHz Radio Frequency (RF) system operating at 16 MV is used to accelerate
the proton beams. LHC on its own does not have the capability of accelerating particles all
the way from rest energy to the full potential, when the protons reach a relativistic γ-factor of
almost 7500. A series of pre-accelerators is therefore used to take the protons through several
steps of shaping and acceleration before they are fed to the LHC (see figure 2.3 ). This system
is collectively called the injection chain and consists of the following accelerators:

(i): LINAC2 [31]. The first step of the LHC injection chain is the LINAC2 at which
the Duoplasmatron provides a proton source for further acceleration. At the LINAC2,
protons are accelerated up to an energy of 50 MeV and then delivered to the Proton
Synchrotron Booster (PSB) via a 80 m long beam transport line.

(ii): PSB [32] is a circular accelerator comprised of 4 superimposed rings with a radius
of 25m. In the PSB, protons injected from LINAC2 are accelerated to 1.4 GeV and
injected to the PS - the Proton Synchrotron.

(iii): PS [33]. With a circumference of 628 m, the PS is capable of accelerating protons to
an energy of 25 GeV. With the introduction of the SPS - the Super Proton Synchrotron
the role of the PS changed to supply particles for the new machines.

(iv): SPS [34]. The SPS is the last step of the injector chain before the protons are passed
onto LHC. Using a total of 1317 magnets the SPS is capable of accelerating protons
from 25 GeV to the LHC injection energy at 450 GeV.

2.2.2 Beam structure

Particles are accelerated in the LHC by the use of a RF system deployed in specially designed
RF cavities. A time-dependent electrical field is applied in such a way that particles sitting
at a position of positive field gradient will receive an acceleration while particles sitting at a
place of negative field gradient will be decelerated and thereby move towards the bottom of
the field potential. In this way, a continuous beam of protons being injected into the LHC will
naturally be grouped together in so-called bunches. The number of bunches and the possible
locations of these, are fully defined by the settings of the RF system. At the LHC there are
3564 possible locations for the bunches but only a certain number of them will be filled [35].
During the initial physics operation and machine commissioning, a large bunch spacing is
desirable. For this purpose only a single colliding bunch was used during the initial 2010
data taking period. In the preceding months, an increasing number of bunches were made
to collide in order to increase the luminosity. As a consequence of the increased number of
colliding bunches combined with higher intensity beams, the instantaneous luminosity was
increased by a factor of 104 from LHC startup to August 2010.

2.3 LHC Experiments

Six different detectors, or experiments, have been constructed to study the collisions at LHC.
The counter circulating beams will collide at four interaction points around the LHC ring
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Running scenarios

Unit 900 GeV 7 TeV

Bunch area (2σ) [eV] 1.0 2.5
Bunch length (4σ) [ns] 1.71 1.06

Number of particles per bunch 1.15 ×1011

Number of bunches 1-36(*)
Revolution frequency [kHz] 11.24

RF frequency [MHz] 400.8
Energy gain/turn (20 min. ramp) [eV] 485 485
Transverse normalized emmitance [µm rad] 3.5 3.75

Betatron function [m] 18 0.55
Crossing angle factor F 0.836

Table 2.1: LHC beam parameters [25]. (*) A total of 36 was used by August 2010.

at which the four major experiments (ATLAS, CMS, LHCb and ALICE) are situated. The
other two experiments (LHCf and TOTEM) are smaller and situated close to already existing
interaction points. The different experiments are briefly summarized below.

• ALICE (A Large Ion Collider Experiment) [36]. A detector which, as the name
indicates, is dedicated to the study of heavy ion collisions. This field includes the study
of quark-gluon plasma, a state of matter believed to be present shortly after the big
bang. ALICE uses the fact that LHC will also be able to accelerate heavy ions (Pb
nuclei) in addition to protons, at a center-of-mass energy of 2.76 TeV per nucleon for a
total collision energy of 1150 TeV.

• ATLAS (A Toroidal LHC ApparatuS) A large general purpose detector discussed
in detail in chapter 3.

• CMS (Compact Muon Solenoid) [37]. CMS is like ATLAS, a general purpose
detector. The physics program at CMS ranges from Higgs searches to seaches of extra
dimensions and super symmetry. The main structural difference between ATLAS and
CMS is the layout of the muon magnet system. In CMS, the detector is build around
a single solenoid magnet, whereas the magnetic field in ATLAS is generated by both a
solenoid as well as a three toroidal magnets.

• LHCb (Large Hadron Collider beauty) [38]. A specialized detector which focuses
on the problem of the imbalance of matter vs. anti-matter in the Universe. At LHCb
this study is carried out by looking for B-mesons produced in the forward direction.

• LHCf (Large Hadron Collider forward) [39]. A smaller experiment to be installed
close to the ATLAS interaction point. It is intended study the calorimeter response to
high-energy particles created at the LHC. The calorimeter will later be used in cosmic
ray studies.

• TOTEM (TOTal Elastic and diffractive cross section Measurement) [40].
TOTEM will be installed close to the CMS interaction point. The main goal of TOTEM
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is to study particles produced in the very forward direction that are usually not acces-
sible to the general purpose detectors such as ATLAS and CMS. In the context of
this thesis TOTEM is relevant since it will from start-up hopefully measure total cross
section.

2.4 LHC trivia

• On 10 September 2008, the proton beams were successfully circulated in the main ring
of the LHC for the first time.

• On 19 September 2008, the operations were halted due to a serious fault between two
superconducting bending magnets. Repairing the resulting damage and installing addi-
tional safety features took over a year.

• On 20 November 2009 the proton beams were successfully circulated again.

• On 23 November 2009, the first proton-proton collisions were recorded, at the injection
energy of 450 GeV per particle.

• On 18 December 2009 the LHC was shut down after its initial commissioning run,
which achieved proton collision energies of 2.36 TeV, with multiple bunches of protons
circulating for several hours and data from over one million proton-proton collisions.

• The LHC resumed operations in February 2010, but it will operate at only half of the
design collision energy. In 2012 it will be shut down for the repairs necessary to bring
it to its full design energy, and then it will start up again in 2013.



Chapter 3

The ATLAS detector

The design of the ATLAS detector [41, 28, 42] is obviously to a large extent dictated by the
physics programs to be conducted at the experiment. The high interaction rate, radiation
dose and particle multiplicity at the LHC, combined with the requirements for precision mea-
surements sets new standards for the detector performance demands, which has to be met by
the particle physics experiment.
The general purpose nature of ATLAS means that it can provide a wide range of physics
studies spanning from precision measurements of standard model parameters to the uncov-
ering of phenomenon due to new physics. The search for the Standard Model Higgs boson
has especially been used as a benchmark to establish the desired performance of the different
ATLAS subsystems. The main production and decay channels of the Higgs boson is expected
to depend on the mass. At low masses (Mh < 2MZ) the most favorable decay will be purely
photonic giving the Higgs boson a natural width of only a few MeV. In this case the instru-
mental resolution of the electromagnetic calorimeters will put a limit on the observed width.
For Higgs boson masses above 130 GeV, the favored decay channel is expected to be via elec-
troweak gauge boson pairs and their subsequent decay into high pT leptons. In this scenario
ATLAS will have to provide precise tracking and particle identification.
Viewed in this context, these benchmark physics goals can be turned into a set of general
requirements for the ATLAS experiment.

• A large acceptance in pseudorapidity η = − ln tan(θ/2) and azimuthal angle φ

• Precise tracking and reconstruction efficiency of charged tracks in the part of the de-
tector close to the interaction point. Important for precise vertex determination and
tagging of b and τ -jets.

• Precise reconstruction of electromagnetic and hadronic showers. Important for particle
identification and jet identification.

• Identification of muons and a high momentum resolution over a wide range in momenta.
Important for the charge determination of high pT muons.

• Accurate rejection of background on the trigger level. Important to most physics studies.

The following section will be dedicated to the description of how these requirements are met
at ATLAS by employing a wide range of different detector techniques in several subsystems.
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Firstly it will be described how the physics requirements in terms of particle identification and
tracking will be met by an interplay of different detector techniques. Secondly, the separate
subdetector systems will be described in greater detail. Special emphasis will be put on the
forward detectors as they will play an important role in this thesis. The overall ATLAS
detector layout is shown in figure 3.1.

Figure 3.1: Schematic view of the ATLAS detector. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes [30]. The
coordinate system used at ATLAS has the origin in the collision point and the z-axis parallel with
the beam direction. The the positive y-axis is defined as pointing upwards and the positive x-axis as
pointing from the interaction point to the center of the LHC ring.

3.1 Detector overview

At design luminosity as much as 1000 particles will emerge from the collision point every
25ns. In order to cope with such large track density and still preserve a high momentum and
vertex resolution, detectors close to the interaction point must have a fine granularity. In
ATLAS pixel and silicon microstrip (SCT) trackers are used in conjunction with the straw
tubes of the Transition Radiation Tracker (TRT) to match these requirements.
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Tracking The tracking close to the interaction region is handled by the inner detector (ID).
The ID combines high-resolution detectors at inner radii with continuous tracking elements
at outer radii, all contained in a solenoidal magnet with a central field of 2T. The layout of
the Inner Detector (ID) is illustrated in figure 3.2(a) and detailed in section 3.3.
In the region closest to the interaction region the highest granularity is obtained by using a

detector based on silicon pixels technology. The pixel detector is designed to provide precise
and unambiguous measurements of charged tracks emerging from the interaction point (IP)
to aid the reconstruction of the impact parameter1 for short lived particles. In order to do so,
the pixel detector is constructed from three separate layers of pixel chips each segmented in
R,φ and z. In the barrel region the three layers are arranged in concentric cylinders around
the beam axis while in the end-cap regions they are arranged as disks perpendicular to the
beam axis. This ensures a large acceptance of the detector and in addition that each particle
from the IP traverses at least three layers of the pixel detector, leaving at least three space
points for the tracking system.
Moving away from the IP, the next detector after the pixel detector is the SemiConductor
Tracker (SCT). From a tracking perspective, the job of the SCT is very similar to the pixel
detector, namely to provide measurements of charged tracks coming from the IP in terms
of space points. In this way the information from the SCT can be added to the already
existing pixel information and used to improve the tracking. From a hardware point of view
the SCT consists of four layers of silicon microstrip detectors likewise segmented in R,φ, z.
Just as for the pixel detector, the layers of the SCT are in the barrel region arranged in
concentric cylinders around the beam axis while in the end-cap regions they are arranged as
disks perpendicular to the beam axis(see figure 3.2(a)).
The last part of the inner detector is the Transition Radiation tracker (TRT). The TRT is a
straw detector, which allows for multiple measurements of the same track even in scenarios
where the track density is high. In this way a better tracking performance can be obtained by
combining the measurements of the precision tracker at small radii with the TRT information
at larger radii. For instance due to the relative long path of a particle in the TRT, the
precision of the momentum measurements can be greatly improved by adding the straw hit
information from the TRT to the measurements from the pixel and SCT, despite the fact
that resolution is worse. Apart from tracking, the TRT utilizes transition radiation from a
radiator between the straws to detect and identify electrons.
Figure 3.2(b) gives a schematic summary of the detector elements a particle originating from
the IP sees. Typically, three pixel layers and four strip layers are crossed by each track, giving
a total of seven space points. Additionally, a large number of tracking points (typically 36
per track) is provided by the straw tube tracker (TRT). Apart from the tracking provided by
the inner detector, tracking of muons is carried out by a dedicated muon system as discussed
in section 3.5.

Calorimetry To fully establish the properties and identification of all particles produced
in a high energy collision, information available from the tracking systems such as momentum
and charge is not sufficient. Additional information such as the energy needs to be measured
and added to the preexisting tracking information to fully establish their properties. The
type of detectors, capable of measuring both energy and position is called Calorimeters. As
opposed to tracking detectors in which the particle is in principle left unaffected, the calorime-

1The transverse distance between the trajectory of the decay product of unstable particle and the IP.
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(a)

(b)

Figure 3.2: (a) Schematic outline of the inner detector [30] (b) Drawing showing the sensors and
structural elements traversed by a charged track of pT = 10 GeV in the barrel inner detector (η
= 0.3). The track traverses successively the beryllium beam-pipe, the three cylindrical silicon-pixel
layers , the four cylindrical double layers of barrel silicon-microstrip sensors (SCT) and the barrel
transition-radiation tracker modules [30].
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ters are destructive in nature. This means that in order to measure the initial energy of a
particle it has to be fully absorbed in the detector and will therefore not be available for
further measurements. The absorption of particles with the intent to measure their energy
is usually done by letting the particle pass thought dense material creating a cascade of sec-
ondary particles and stopping them. The initial energy of the particle, that give rise to the
shower of secondary particles is then assumed to be proportional to the number of particles
in the shower. Apart from energy measurements, the calorimeters can also provide particle
identification relying on the fact that different particles give rise to different shower shapes.
Usually the calorimeter system consists of the two types of calorimeters, namely the electro-
magnetic (EM) and the hadronic part since it is necessary to treat electromagnetic interacting
particles such as electrons and photons differently from strongly interacting particles. In AT-
LAS, the EM calorimeter is based on a technique which uses liquid argon (LAr) as active
medium while the hadronic calorimeter uses both the liquid argon technique and a tradi-
tional sampling calorimeter technique (see figure 3.3). The EM calorimeter is a lead-LAr
detector with accordion-shaped kapton electrodes and lead absorber plates. Placed directly
outside the EM calorimeter is the hadronic tile calorimeter, a sampling calorimeter using steel
absorbers and scintillating tiles as the active material. The LAr hadronic end-cap calorime-
ter is situated behind the end-cap parts of the EM calorimeter. In the forward direction
the Forward Calorimeter (FCal) is integrated into the end-cap cryostats, as this provides
clear benefits in terms of uniformity of the calorimetric coverage as well as reduced radiation
background levels in the muon spectrometer. The FCal will be discussed in greater detail in
section 3.7. The general performance goal in terms of tracking and calorimetry is summarized
in table 3.1

Figure 3.3: Cut-away view of the ATLAS calorimeter system [30].
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Detector component η coverage Required resolution
Measurement Trigger

Tracking ± 2.5 σpT /pT = 0.05%pT
⊕

1%

EM calorimetry ± 3.2 ±2.5 σE/E = 10%/
√
E
⊕

0.7%
Hadron calorimetry:

Barrel and end-cap ± 3.2 ±3.2 σE/E = 50%/
√
E
⊕

3%

Forward region 3.1 < |η| < 4.9 3.1 < |η| < 4.9 σE/E = 100%/
√
E
⊕

10%
Muon spectrometer ± 2.7 ± 2.4 σpT /pT = 10% at pT = 1 TeV

Table 3.1: General performance goals of the ATLAS detector [41]. The units for E and pT are in
GeV.

3.2 Magnet Systems

The magnet system used at ATLAS is unique in many ways. It has be designed to provide the
optimal conditions for particle identification and momentum measurement for each detector
system separately. As such the magnet system consists not only of a single magnet but of
four independent magnet systems, namely the Central Solenoid [43] and three separate Toroid
systems [44]. The combined magnet system is indicated at figure 3.1.

Central Solenoid The Central Solenoid is situated around the inner detector and is de-
signed to provide a magnetic field of 2T in the inner tracker. This field strength was chosen
in order to maintain good tracking for low pT particles. With a larger field strength in the
central solenoid, low pT particles will simply curl up before reaching the inner detector layers2.
Another design consideration of the central solenoid was to minimize the amount of material
before the electromagnetic calorimeter. To achieve these goals the central solenoid is con-
structed from single-layer coil that consists of a high-strength Al-stabilised Nb/Ti conductor.
The axial length of the solenoid is 5.8 m and the inner and outer diameters are 2.46 m and
2.56 m respectively, resulting in a total thickness of 0.66 radiation lengths.

Barrel and end-cap toroids The toroid system is split into three parts with a barrel
part installed outside the hadronic tile calorimeter and two end-cap parts installed outside
the liquid argon hadronic calorimeter. The parts can be operated independently and are
designed to produce an average toroidal magnetic field of approximately 0.5 T and 1 T for
the muon detectors in the central and end-cap regions, respectively (the peak field is 4T). The
barrel system consists of eight identical racetrack-shaped coils encased in individual stainless-
steels cryostats (see figure 3.1). Each coil measures 25.5 m × 5.4 m and is made from an
Al-stabilised Nb/Ti/Cu superconducting alloy. When all the eight modules are combined
they produce the bending power for tracks in the central region of |η| < 1. For tracks in
the region of 1.4 < |η| < 2.7 the bending power is instead provided by the end-cap toroids.
The end-cap part is very similar to the barrel part in layout and choice of material. Only
the dimensions are different and the fact that all end-cap modules are encased in a single
cryostat. In the end-cap region each module measures 4 m × 4.5 m.

216 MeV for the first layers and 335 MeV for the final layer for particles emitted at η = 0.
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The combination of the slim solenoid system and the open design of the toroid system is
optimized to provide continuos bending of charged particles all the way from the IP to the
end of the muon system while keeping the amount of multiple scattering in the muon system
at a minimum and thereby maintaining a good momentum resolution for muons. This is in
line with one of the ATLAS design goals, namely to optimize the detector for a discovery of
the Higgs particle in the fully muonic channel (H → ZZ∗ → 4µ).

3.3 Inner detector

As mentioned above, the Inner Detector (ID) is designed to provide hermetic and robust
pattern recognition, excellent momentum resolution and both primary and secondary vertex
measurements [45][46] for charged tracks above a given pT threshold and within the pseudo-
rapidity range |η| < 2.5. It also provides electron identification over |η| < 2.0 at a wide range
of energies.
The ID consists of three independent but complementary sub-detectors which will be de-
scribed in detail in the following sections. Since the layout of the subdetectors has already
been discussed the following section will focus on the active elements of each detector.

3.3.1 The pixel detector

The resolution of gaseous tracking detectors are intrinsically limited due to diffusion [47].
Limits of the order of 100 µm for drift distances ∼ 1 cm are put on the spacial resolution due
to localization of the drifting ionization [48]. For the study of heavy quarks in ATLAS it is a
requirement of the vertex detector to have a spacial resolution better than the characteristic
length scale of the heavy quark decay. Since the typical decay length in heavy quark decays
is of the order of cτ = 100 - 400 µm the vertex detector in ATLAS needs to employ a detector
technique which matches this requirement.
A spatial resolution of 12 µm in R − φ and 100 µm in z is obtained [49] in the ATLAS
vertex detector by using a finely segmented silicon pixel sensors. Here the nominal pixel size
is 50 µm in the φ direction and 400 µm in z (barrel region, along the beam axis) or r (end-
cap region). Every pixel sensor is fabricated in the same way by implanting high negative
(n+) and positive (p+) dose regions on each side of a wafer and thus creating a asymmetric
depletion region which extends over the whole sensor bulk volume. Here, one is able to collect
and detect charge carriers generated as electron-hole pairs in the active volume. This specific
design of the sensor pixels was chosen since it guarantees single pixel isolation, minimizes
leakage current and makes the active elements tolerant to radiation damage.
As a whole the pixel detector is made from 1744 tile-like modules each containing 47232 pixel
sensors arranged in 144 columns and 328 rows resulting in over 80 million read-out channels.
To ensure maximal coverage, the sensor modules are mounted in staves along the z-axis and
tilted by 1 degree to create a small overlap between the modules in the φ-direction [41].

3.3.2 The semiconductor tracker

The SCT sensors rely on many of the same ideas and much of the same semiconductor
technology as is used in the pixel detector. Where the pixel detector uses high granularity
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Figure 2.5: The elements of a pixel barrel module. Figure taken from [70].

withstand the lifetime radiation dose, polyimide was used as the base materials for the flex-hybrid with

adhesiveless metalization. Passive components are added to the flex-hybrid for decoupling and filtering

of the front-end chips. The module temperature is remotely monitored via a Negative Temperature

Coefficient (NTC) thermistor loaded on the kapton circuit, and a fast interlock powers off a module

when overheating occurs.

After a lifetime radiation dose, a module is expected to draw 1.3 A at 1.7 V from the analog supply

and 0.9 A at 2.1 V from the digital supply. This includes the voltage drops from the pigtail (for barrel

modules) and the flex-hybrid, but not the voltage drop from the micro-cables. In addition, the sensor

bias draws 1 mA at 600 V, giving a total power of about 4.7 W. However, it is possible that the analog

or digital supply voltages need to be increased in order to recover performance, which could result in a

total power of up to about 6 W.

2.1.3 Electronics
A block diagram that illustrates the principal elements of the electronic system architecture is shown

in Figure 2.6. There are 16 front-end chips (FE) in each pixel module and these are arranged in two

rows of eight chips. The 16 FEs are read out by a Module Control Chip (MCC). Data are transmitted

from the FE to the MCC using Low Voltage Differential Signalling (LVDS) serial links, configured in

(a)
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Figure 2.8: 3D view of the ATLAS SCT barrel module. Figure taken from [80].

tion 2.2.3. The barrel module is shown, with its components, in Figure 2.8. The four sensors, two each

on the top and bottom side, are rotated with their hybrids by ±20 mrad around the geometrical centre

of the sensors. They are glued on a 380 mm-thick thermal pyrolitic graphite (TPG) base-board, which

provides the thermal and mechanical structure. This extends sideways to include beryllia facings. A

polyimide hybrid with a carbon-fibre substrate bridges the sensors on each side. The two 770-strip (768

active) sensors on each side form a 128 mm long unit (126 mm active with a 2 mm dead space). High

voltage is applied to the sensors via the conducting base-board.

Figure 2.9 shows the construction of an end-cap module [82]. There are three module types, as

shown in Table 2.5. Each of the 1976 modules has two sets of sensors glued back-to-back around a

central TPG spine with a relative rotation of ±20 mrad to give the required space-point resolution in

R-Φ and R. The module thickness is defined by the individual components and variations are com-

pensated by the glue thickness (nominally 90 µm). The TPG spine conducts heat from the sensors to

cooling and mounting points at the module ends and serves as the bias contact to the sensors. Glass

fan-ins attach one end of the spine to a carbon base-plate with the polyimide flex hybrid glued to it.

The modules are arranged in tiled outer, middle and inner rings.

The spatial resolution of individual SCT modules has been measured in a test beam, for both non-

irradiated and fully irradiated modules. At normal incidence, a combined spatial resolution of ∼ 16 µm

is measured in R-Φ; the resolution is consistent with the binary read-out of the two sensors with 80 µm

strips, including a small fraction of multiple hits. The resolution is not significantly degraded after

irradiation.

(b)

Figure 3.4: (a) The elements of a pixel barrel module [49] (b) 3D view of the ATLAS SCT barrel
module [50].

silicon pixel sensors, the SCT uses silicon micro-strip sensors. In this type of detector the
active sensor or the sensitive area is composed of p+ diode strips implanted onto a n-type
silicon base. As such the resolution of a micro-strip detector is bound to have a much better
resolution in the direction perpendicular to the strip direction. However, this can be rectified
by mounting two micro-strip layers back-to-back in a stereo-angle and thereby providing
two dimensional tracking information. In the SCT, a strip pitch of 80 µm with two 6 cm-
long sensors daisy-chained was chosen for the rectangular barrel sensors and radial strips
of constant azimuth with mean pitch of ∼ 80 µm were chosen for the trapezoidal end-cap
sensors. One side of the detectors have readout strips aligned along the z axis; on the other
side the strips are rotated by 40 mrad to improve the resolution in the z-direction. The
intrinsic accuracies per module in the barrel are 17 µm (R − φ) and 580 µm (z) and in the
disks they are 17 µm (R− φ) and 580 µm (R). The total number of readout channels in the
SCT is approximately 6.3 million.

3.3.3 The transition radiation tracker

The last subsystem in the inner detector is, as opposed to the pixel and the SCT detector, not
based on a semiconducting technology but on a more conventional technology using gaseous
drifts tubes. Polyaimide drift (straw) tubes of 4 mm diameter are the basic TRT detector
elements [51]. Each straw is filled with a gas mixture of 70% Xe, 27% CO2 and 3% O2 at
slight overpressure and the signal is read out by a 31 µm gold-plated tungsten anode wire
suspended in the center of the straw. The Xe component is used in this context to absorb
photons from transition radiation. To ensure good electrical and mechanical properties each
straw is coated on the inside with a 25 µm thick layer of kapton film and an additional layer
of Aluminum film. The straws in the barrel region are arranged in such a way that they form



36 The ATLAS detector

ATLAS Inner Detector Volume II
Technical Design Report 30 April 1997

12 The Transition Radiation Tracker 663

12.4 Design and Construction of the Barrel TRT

As indicated in Section 12.1, several construction concepts have been investigated for the barrel
TRT. These include a single large chamber and a chamber with multiple sectors, as well as the
modular concept, which eventually was chosen. With the modular design each module can be
tested as it is produced rather than waiting for the whole chamber to be constructed. This plan
reduces the overall risk of failures during installation, and also shortens the construction time,
since modules can be constructed and wired at different sites. After installation, a module can
be replaced if a problem develops. For the innermost region, which will receive considerably
more radiation than the outer layers, this could prove to be important. The modularity also
adds an element of system robustness in the case of high-voltage and gas-system failures which
might affect only a module or part of a module.

The barrel TRT covers ± 75 cm in z, the direc-
tion along the beam line, and consists of three
radial sections, each with 32 modules. Each
wire is 150 cm long and is divided in two at
the centre, thus giving two readout channels
per straw. The three-layer modular system
with the two barrel support structures at each
end is shown in Figure 12-68. Each inner mod-
ule (type 1) contains 329 straws, each middle
module (type 2) contains 520 straws, and each
outer module (type 3) contains 793 straws. The
radial and azimuthal spacing between straws
is 6.8 mm. The barrel TRT thus contains a total
of 52 544 straws with 105 088 electronic read-
out channels.

The spaces between the straws are filled with
a low-density polypropylene/polyethylene fi-
bre radiator for transition radiation. The
straws are supported inside the module by
Kapton sheets, as shown in Figure 12-69. The
most relevant geometrical and electrical properties are listed in Table 12-17.

A module is housed in a CFRP (carbon-fibre reinforced plastic) shell, as shown in Figure 12-69.
The shell provides the necessary stiffness for the module to be supported only at the ends. It
supports the internal straw alignment planes (see Section 12.4.3.2) and is a part of the cooling
system (see Section 12.4.3.5). The shell is fabricated from a carbon-fibre with high heat conduc-
tivity, which thus absorbs the heat generated in the straws and transfers it to a cooling loop. One
of the factors that determined the size of the modules is the requirement to keep the module in-
ternal temperature variation within 10 °C. The module has been designed with the smallest
amount of material consistent with the requirements of thermal conductivity and stiffness.

The modules are aligned using two pins on the end-plates of each module. These pins engage in
bushings drilled in a monolithic support structure (see Section 12.4.1). Assembly will be
straightforward and the alignment tolerances are maintained by the support structures at the
ends.

Figure 12-68 Layout of the barrel TRT showing the
three layers of barrel modules (inner layer: type 1,
middle layer: type 2 and outer layer: type 3).

(a) (b)

Figure 3.5: (a) Layout of the barrel TRT showing the three layers of barrel modules (b) Exploded
view of a 1.5 m long barrel module showing the straws. Both figures are from [28].

a uniform array parallel to the beam axis, with an average spacing of about 6.6 mm between
centers radially and tangentially. In total the straws are assembled in 96 modules of three
different types (see figure 3.5(a) and 3.5(b)) for the barrel region whereas the end-cap straws
are arranged in 14 wheels and point radially away from the beam axis. This layout of the drift
tubes was chosen in order to maximize the number of hits along a given track and to open
up for the possibility to perform particle identification by means of transition radiation. In
the TRT the transition radiation is produced by layers of 15 µm thick polypropylene radiator
foils located in the space between the straw layers. Transition radiation arises when an ultra-
relativistic charged particle traverses the boundary between materials of different dielectric
constants. This effect is proportional to the γ-factor of the traversing particle and can provide
particle identification capabilities from the amount of transition radiation produced by a given
particle.

3.3.4 Pile-up at high luminosity

The total inelastic cross section for pp interactions at LHC energies is expected to be 80 mb
[52]. This means that at a design luminosity of 1034 cm−2s−1 with a bunch spacing of 25 ns,
the mean number of minimum bias events which will be seen by the Inner Detector can be as
much as 25 on average. This implies that when an interesting event is selected by the trigger,
there will be 24 single minimum bias events superimposed - so called pile-up3 events.
As mentioned before, the bunch structure of the LHC is such that a train of many successive
filled bunches will be followed by a number of empty bunches. For the inner detector this
means that an interesting event will usually follow and be followed by pile-up events. Conse-
quently the inner detector must be equipped with read-out electronics capable of separating

3The concept of pile-up and luminosity will be discussed in further detail in chapter 4.
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the signal from an interesting bunch crossing from the signals of the prior and the following
bunch crossing. In the case of the pixel detector and the SCT, the fast response of the silicon
technology combined with fast readout electronics makes it possible to associate interesting
signals to the correct beam-crossing and there is little contamination by fast particles from
out-of-time events. However for the TRT the maximal drift time is 40 ns which is significantly
more than the 25 ns bunch spacing. As a result a timing gate is applied in order to be efficient
to in-time hits.

3.4 Calorimeters

All calorimeters used in ATLAS are of the sampling type. The basic model for sampling
calorimeters is that the shower from a particle develops in a high Z material and is sampled
in low Z material such as scintillator plastic or liquid argon. The total energy of the particle
is then taken to be proportional to the energy which has been actively sampled. Since the
energies of particles produced in pp collisions at ATLAS come in a wide range it is necessary
to construct the calorimeters in such a way that even the most energetic particles get stopped
fully. Figure 3.6 shows the amount of material in units of radiation length that each part of the
calorimeters is designed to have in order to meet these requirements. This kind of information
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Figure 5.2: Cumulative amount of material, in units of interaction length, as a function of |η |, in
front of the electromagnetic calorimeters, in the electromagnetic calorimeters themselves, in each
hadronic layer, and the total amount at the end of the active calorimetry. Also shown for complete-
ness is the total amount of material in front of the first active layer of the muon spectrometer (up
to |η | < 3.0).

5.2 Electromagnetic calorimetry

5.2.1 Accordion geometry

An accordion geometry has been chosen for the absorbers and the electrodes of the barrel and end-
cap electromagnetic calorimeters (see figures 5.3 and. 5.4). Such a geometry provides naturally a
full coverage in φ without any cracks, and a fast extraction of the signal at the rear or at the front
of the electrodes. In the barrel, the accordion waves are axial and run in φ , and the folding angles
of the waves vary with radius to keep the liquid-argon gap constant (see figures 5.4 and 5.5). In the
end-caps, the waves are parallel to the radial direction and run axially. Since the liquid-argon gap
increases with radius in the end-caps, the wave amplitude and the folding angle of the absorbers
and electrodes vary with radius (see figure 5.6). All these features of the accordion geometry lead
to a very uniform performance in terms of linearity and resolution as a function of φ . As can be
seen from figure 5.3, the first layer is finely segmented along η , as for example in the barrel where
there are eight strips in front of a middle cell. One can note however the coarser granularity of the
first layer in the edge zones of the barrel and end-caps, as explicitly given in table 1.3. The second
layer collects the largest fraction of the energy of the electromagnetic shower, and the third layer
collects only the tail of the electromagnetic shower and is therefore less segmented in η .
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Figure 3.6: Cumulative amount of material, in units of interaction length, as a function of |η|. The
contribution from the different parts of EM and hadronic calorimeters are indicated by the name of
specific module [41]. Also shown for completeness is the total amount of material in front of the first
active layer of the muon spectrometer (up to |η| < 3.0).

is also very useful for the operation of detectors in the very forward direction. For example, a
high η primary particle from the IP might traverse only parts of the calorimeter and instead
of getting stopped it will produced a shower of secondary particles and thereby produce a
large contribution to the signal of such detectors as LUCID or the MBTS. Such effects will
be discussed in greater detail in the following chapters.
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in φ . The granularity in η and φ of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < η < 1.475) and the other one the region
with z < 0 (−1.475 < η < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full η-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no
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Figure 3.7: Sketch of a LAr EM barrel module where the different layers are clearly visible The
granularity in |η| and φ of the cells of each of the three samplings are also shown [53].

3.4.1 The Electromagnetic Calorimeter

The EM calorimeter [53] surrounds the inner detector and is designed to identify and mea-
sure the energy of electrons and photons. It is divided into a barrel part, situated within
|η| < 1.475, and two endcaps found within 1.375 < |η| < 3.2. Its granularity is especially fine
in the region closest to the inner detector, making it possible to distinguish between partially
overlapping showers. Both the barrel and the end-cap modules are divided into three parts,
the so-called samplings. The first sampling is situated closest to the IP and has the finest
granularity which allows for precise cell clustering. The second sampling is in terms of radia-
tion lengths the deepest and thus the electrons and photons will deposit most of their energy
in this layer. The last sampling is designed to recover high energetic showers from particles
which passes the second sampling. Since hadronic showers are likely to extend beyond the
EM calorimeter all together, the last sampling will allow for discrimination between electro-
magnetic showers and hadronic showers. The three sampling layers are indicated in figure 3.7
which shows a module of the EM LAr barrel.
Figure 3.7 also shows the readout segmentation of the detector in units of η and φ. To obtain
this level of segmentation a total of 1024 1.8 mm thick lead absorber sheets are folded in an
accordion shape and stacked in φ leaving a gap of 3.6 mm between two successive sheets. The
lead gives the shower development with its short radiation length and the secondary electrons
create ionisation in the narrow gaps of liquid argon. The signal is read out from each gap
by a 300 µm copper plated kapton sheet which is folded to match the accordion shape of the
lead absorbers. In order to achieve a readout segmentation in η and z appropriate divisions
are etched in the copper sheets. A readout segmentation in φ is likewise obtained by collect-
ing signals from four double gaps into the same readout which give a radial segmentation of
2π/256. The general performance of the EM calorimeter is summarized in table 3.1.
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3.4.2 The Hadronic Calorimeter

The hadronic calorimeters in ATLAS consists of three parts: the Tile Calorimeter (Tile-
Cal), the liquid-argon Hadronic End-cap Calorimeter (HEC) and the liquid-argon Forward
Calorimeter (FCal).

2008 JINST 3 S08003

supplies which power the readout are mounted in an external steel box, which has the cross-section
of the support girder and which also contains the external connections for power and other services
for the electronics (see section 5.6.3.1). Finally, the calorimeter is equipped with three calibration
systems: charge injection, laser and a 137Cs radioactive source. These systems test the optical
and digitised signals at various stages and are used to set the PMT gains to a uniformity of ±3%
(see section 5.6.2).

5.3.1.2 Mechanical structure
Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 5.9: Schematic showing how the mechan-
ical assembly and the optical readout of the tile
calorimeter are integrated together. The vari-
ous components of the optical readout, namely
the tiles, the fibres and the photomultipliers, are
shown.

The mechanical structure of the tile calorime-
ter is designed as a self-supporting, segmented
structure comprising 64 modules, each sub-
tending 5.625 degrees in azimuth, for each of
the three sections of the calorimeter [112]. The
module sub-assembly is shown in figure 5.10.
Each module contains a precision-machined
strong-back steel girder, the edges of which
are used to establish a module-to-module gap
of 1.5 mm at the inner radius. To maximise
the use of radial space, the girder provides both
the volume in which the tile calorimeter read-
out electronics are contained and the flux return
for the solenoid field. The readout fibres, suit-
ably bundled, penetrate the edges of the gird-
ers through machined holes, into which plas-
tic rings have been precisely mounted. These
rings are matched to the position of photomul-
tipliers. The fundamental element of the ab-
sorber structure consists of a 5 mm thick mas-
ter plate, onto which 4 mm thick spacer plates
are glued in a staggered fashion to form the
pockets in which the scintillator tiles are lo-
cated [113]. The master plate was fabricated
by high-precision die stamping to obtain the dimensional tolerances required to meet the specifica-
tion for the module-to-module gap. At the module edges, the spacer plates are aligned into recessed
slots, in which the readout fibres run. Holes in the master and spacer plates allow the insertion of
stainless-steel tubes for the radioactive source calibration system.

Each module is constructed by gluing the structures described above into sub-modules on a
custom stacking fixture. These are then bolted onto the girder to form modules, with care being
taken to ensure that the azimuthal alignment meets the specifications. The calorimeter is assembled
by mounting and bolting modules to each other in sequence. Shims are inserted at the inner and
outer radius load-bearing surfaces to control the overall geometry and yield a nominal module-
to-module azimuthal gap of 1.5 mm and a radial envelope which is generally within 5 mm of the
nominal one [112, 114].
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Figure 3.8: The principle of the Tile Calorimeter design
[54] The fibers transports the (shifted) light from the
scintillating tiles to the photomultiplier.

The tile calorimeter is placed directly
outside the EM calorimeter envelope
(see figure 3.3) where the level of ra-
diation is relatively low. Unlike the
LAr calorimeter the tile calorimeter does
not have an end cap region but is di-
vided into a barrel which covers the re-
gion |η| < 1.0, and two extended bar-
rels in the range 0.8 < |η| < 1.7.
The tile calorimeter [54] is a sampling
calorimeter using steel as the passive ab-
sorber and scintillating tiles as the ac-
tive medium. As such, the tile calorime-
ter is a very conventional choice when it
comes to hadronic calorimeters in high
energy collider experiments. However,
one unique feature sets the tile calorime-
ter apart from other sampling calorime-
ters used in the past. Namely the ori-
entation of the scintillating tiles relative
to the direction of the particles from the
interaction point. In this detector, as
shown in figure 3.8, the tiles are made
to point radially out from the beam line
making the particles emerging from the IP traverse the tiles in the longitudinal direction.
The advantage with such a design is that a finer readout segmentation in the z direction
for high pT particles can be achieved giving a better shower shape determination and EmissT

resolution. Each tile is 3 mm thick and is read out by a pair of wavelength shifting (WLS)
fibers attached to the tile on two sides and subsequently coupled to the photomultiplier. The
readout is furthermore segmented in to a three-dimensional cell structure, creating a projec-
tive geometry for triggering and energy reconstruction. The ∆η ×∆φ granularity equals to
0.1× 0.1 in the first two samplings and 0.2× 0.1 in the outermost sampling.
At higher η, the radiation level will be higher and thus the hadronic calorimeter (HEC) in the
region behind the EM end-caps is based on the more radiation resistant liquid argon technol-
ogy. Copper is used as an absorber material. Since the HEC is similar in design to the EM
LAr calorimeters it will not be discussed further here4. The final component of the hadronic
calorimeter system is the Forward Calorimeter which is located in the region 3.1 < |η| < 4.9
where the particle flux is very high and it must therefore be designed to cope with this. FCal
is discussed further in section 3.7. The overall performance is summarized in table 3.1

4For details see [53].
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Figure 3.9: End and side view of the muon spectrometer. (See also figure 3.1).

3.5 Muon Spectrometer

The muon spectrometer [55] is by far the largest tracking system at ATLAS, extending from
a radius of 4.25 m around the calorimeters out to the full radius of the detector (11 m) and
thus defining the outer perimeter of the ATLAS detector. The main design goal of the muon
system is to detect muons exiting the barrel and end-cap calorimeters and to measure their
momentum in the range |η| < 2.7. The main requirement of the muon spectrometer as a
tracking system is to be able to resolve a sagitta along the z-axis with a precision of less than
50 µm. This requirement is set forth by the wish to perform a stand-alone pT measurement
of a 1 TeV muon with a resolution better than 10 %. To meet these requirements the muon
system uses two types of precision tracking chambers, namely the Monitored Drift Tube
chambers (MDT’s) at low |η| and the Cathode-Strip Chambers (CSC) at high |η|.
The layout of the precision-tracking chambers is such that is reflects the φ-symmetry of the
toroids. In the barrel region three concentric cylindrical layers of MDT chambers are placed
before, after and inside the toroid field at radii of approximately 5 m, 7.5 m, and 10 m (see
figure 3.9). In the end-caps there are three layers of MDT’s, one before the end cap toroid
and two after. The first layer is 8 tubes deep, the other layers are 6 tubes deep. The CSC’s
are situated at low radius before the toroid. Apart from the tracking an additional design
criteria of the muon system is the capability to trigger on muon tracks. For this purpose,
dedicated fast trigger chambers have been installed in between the precision chambers in
both the barrel and the end-cap region. In the barrel region (|η| < 1.05), Resistive Plate
Chambers (RPC) were selected for this purpose while in the end-cap (1.05 < |η| < 2.4) Thin
Gap Chambers (TGC) were chosen. Table 3.2 summarizes the performance goals of each of
the four sub-systems of the muon spectrometer.
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Chamber resolution (RMS) in Nmber of

Type Function z/R φ time chambers channels

MDT tracking 35 µm (z) - - 1088 (1150) 339k (354k)
CSC tracking 40 µm (R) 5 mm 7 ns 32 30.7k
RPC trigger 10 µm (z) 10 mm 1.5 ns 544 (606) 359k (373k)
TGC trigger 2-6 µm (R) 3-7 mm 4 ns 3588 318k

Table 3.2: Parameters of the four sub-systems of the muon detector [41].

2008 JINST 3 S08003

Figure 6.10: Mechanical structure of a MDT chamber. Three spacer bars connected by longitudinal
beams form an aluminium space frame, carrying two multi-layers of three or four drift tube layers.
Four optical alignment rays, two parallel and two diagonal, allow for monitoring of the internal
geometry of the chamber. RO and HV designate the location of the readout electronics and high
voltage supplies, respectively.

tubes is the precisely-milled end-plug, which also serves as reference for wire positioning. This
method ensures a high precision of relative wire positioning at construction time.

The straightness of the tubes is required to be better than 100 µm. The relative positioning
of wires reached during production, has been verified to be better than 20 µm. The gap between
adjacent tubes filled by glue is 60 µm. A detailed account of MDT chamber construction and
quality assurance is given in [178–183].

In spite of the solid construction of the MDT chambers, deformations are expected to occur
in the various mounting positions in ATLAS and may change in time when thermal gradients are
present. Therefore, an internal chamber alignment system was implemented, which continuously
monitors potential deformations of the frame. The alignment system consists of a set of four
optical alignment rays, two running parallel to the tube direction and two in the diagonal direction
as shown in figure 6.10. The lenses for the light rays are housed in the middle, while LED’s and
CCD sensors are located in the outer spacers. This system can record deformations of a few µm
and is designed to operate during production, installation, and operation of ATLAS. Details of the
in-plane alignment system of the MDT chambers are given in section 6.5.

Due to gravitational forces, chambers are not perfectly straight but suffer a certain elastic
deformation. The BOS chambers for example, with a tube length of 3.77 m, have a gravitational
sag of about 800 µm when supported at the two ends in the horizontal position. The wires in
the tubes have only 200 µm sag at their nominal tension of 350 g. In order to re-establish the
centricity of the wires, the sag of the multi-layers can be corrected by the sag-adjustment system,
which applies an adjustable force to the central cross-plate. Using the in-plane alignment system as
reference, deformations can be corrected with a precision of about 10 µm. Thus, for each angle of
installation in the ATLAS detector, the sag of drift tubes and wires can be matched, leading to wire
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Figure 6.13: Layout of a CSC end-cap with eight
small and eight large chambers.

The CSC’s are multiwire proportional
chambers with the wires oriented in the radial
direction (i.e. wires are parallel to the central
wire, which points in the radial direction). Both
cathodes are segmented, one with the strips
perpendicular to the wires (providing the pre-
cision coordinate) and the other parallel to the
wires providing the transverse coordinate. The
position of the track is obtained by interpo-
lation between the charges induced on neigh-
bouring cathode strips. The CSC wire signals
are not read out.

The resolution achieved with this proce-
dure depends on the signal-to-noise ratio and
the readout pitch, the latter being the main cost-
driving factor for the readout electronics. With
a readout pitch of 5.31 mm and 5.56 mm for the
large and small chambers respectively in the bending direction, the CSC reaches a resolution of
60 µm per CSC plane, to be compared with the 80 µm resolution of a MDT tube layer. In the
non-bending direction the cathode segmentation is coarser leading to a resolution of 5 mm.

Apart from the precision and relative simplicity of the coordinate determination, there are a
number of other characteristics which make the CSC’s suitable for regions of high particle densi-
ties:

(a) Good two-track resolution.

(b) Pairing of the measurements in the two coordinates via the pulse height to resolve the ambi-
guities if more than one track is present.

(c) Electron drift times of less than 40 ns resulting in a timing resolution of about 7 ns per plane.

(d) Low neutron sensitivity because of the small gas volume and the absence of hydrogen in the
chamber gas (Ar/CO2).

Detailed information on chamber parameters is available in [176]. The operating parameters of the
CSC are shown in table 6.6.

Table 6.6: Operating parameters of the CSC’s.
Parameter Value
Operating voltage 1900 V
Anode wire diameter 30 µm
Gas gain 6×104

Gas mixture Ar/CO2 (80/20)
Total ionisation (normal track) 90 ion pairs
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(b)

Figure 3.10: (a) Mechanical structure of a MDT chamber. (b) Layout of a CSC end-cap with eight
small and eight large chambers. Both figures are from [41].

3.5.1 Precision tracking chambers

The sensitive element of the MDTs is an Ar/CO2 filled drift tube operated at a pressure of
3 bar. Each tube has a radius of 30 mm and is read out by a central tungsten-rhenium wire
with a diameter of 50 µm. The shapes and dimensions of the drift tubes were in general
chosen to optimize solid angle coverage. In the barrel region, all drift tubes are of the same
length(3.7m [56]) and mounted along the φ-direction in such a way that centre points of
the tubes are tangential to circles around the beam axis. In the end-cap region the tubes
are likewise mounted along the φ-direction only here the length is adjusted according to the
distance from the beam axis. One drawback of having drift tubes with such a relative large
radius is long drift times manifesting itself in long readout pulse trains. Taking the radius
and the choice of gas into consideration it can be shown that electrons resulting from ionizing
tracks can have a drift time as large as 700 ns [41], which is about 50% longer than for linear
gases such as Ar/CH4.
To obtain high spatial resolution the MDTs are mounted in modules of 2 × 4 and 2 × 3 as
shown in figure 3.10(a). In this way an overall spatial resolution of 30 µm can be achieved.
The sensitive element of the CSC’s is a multi-wire proportional chambers with the wires
oriented in the radial direction. Each chamber is composed of several layers where each layer
is made from an 18.75 mm thick sheet of polyurethane foam sandwiched between two 0.82 mm
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thick copper-clad laminates in which a 17 µm thick copper cladding forms the cathodes. Both
cathodes are segmented, one with the strips perpendicular to the wires (providing the precision
coordinate) and the other parallel to the wires providing the transverse coordinate. The
position of the track is obtained by interpolation between the charges induced on neighbouring
cathode strips. The anode wires have a diameter of 30 µm and are made of gold-plated
tungsten with 3% rhenium , however the anode signal is not read out. The CSC’s chambers
are arranged in two disks of eight chambers each, as shown in figure 3.10(b).

3.5.2 Trigger chambers

The trigger chambers of the muon system provide fast information on muon tracks traversing
the detector, allowing the L1 trigger logic to recognize their multiplicity and approximate
energy range.
The RPC is a gaseous parallel electrode-plate (i.e. no wire) detector. Two resistive plates,
made of phenolic-melaminic plastic laminate, are kept parallel to each other at a distance of
2 mm by insulating spacers. The electric field between the plates of about 4.9 kV/mm allows
avalanches to form towards the anode, along the ionizing tracks. The signal is read out via a
capacitive coupling to metallic strips, which are mounted on the outer faces of the resistive
plates.
Thin Gap Chambers (TGC’s) are used in the end-cap region. They operate on the same
principle as multi-wire proportional chambers, and they provide good time resolution and
high rate capability. TGC’s are multi-wire proportional chambers with a wire-to-cathode
distance of 1.4mm being smaller than the wire-to-wire distance of 1.8 mm, as shown in figure
3.9. With a highly quenching gas mixture of CO2 and n − C5H12 (n-pentane), this cell
geometry allows for an operation in a quasi-saturated mode, i.e. with a gas gain of 3× 105.
The trigger system and other details of the muon system relevant for this thesis will be
discussed further in chapter 11.

3.6 Beam Monitors

A possible scenario at LHC arises when several proton bunches hit the collimators designed
to protect the detectors. In such situations the high instantaneous dose might cause serious
detector damage to especially the inner detector. The ATLAS Beam Condition Monitor
(BCM) is designed to detect such incidents and trigger an abort before they cause damage.

3.6.1 Beam Condition Monitor

The BCM [57] detector consists of two stations (forward and backward) each with four mod-
ules placed close to the beam pipe within the inner detector. The stations are located sym-
metrically around the interaction point, positioning the modules at z = ±184 cm and r = 55
mm (a pseudo-rapidity of about 4.2). Each module includes two diamond sensors read out
in parallel. When a charged particle traverses one of the diamond sensors, the crystals get
ionized and a MIP signal5 is generated. The signal is read out by fast electronics placed close

5Minimum ionizing particle.
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Figure 3.11: schematic view of the MBTS disk configuration.

to the actual sensors. The reason for placing the readout electronic so close to the beam pipe
is dictated by the requirement to have electronics with a time resolution of a few ns. With the
position of the detector stations and time resolution of the electronics, the BCM is capable
of measuring time-of-flight and pulse height of a traversing particles in order to distinguish
events resulting from lost beam particles from those normally occurring in proton-proton in-
teraction. The BCM also provides a measurement of bunch-by-bunch luminosities in ATLAS
by counting in-time and out-of-time collisions.

3.6.2 Minimum Bias Trigger Scintillators

Apart from monitoring capabilities of the BCM a further need exists for a simple system
which is able to tell, with high efficiency, whether or not a collision took place during a bunch
crossing. In most situations this can be handled by the inner detector which will monitor the
amount of minimum bias activity during a bunch crossing by counting the number of space
points in the pixel and SCT layers. However, as a measure of precaution, certain parts of
the inner detector are only enabled when the beam conditions are suitable for it. For this
reason ATLAS has been equipped with scintillation counters in order to provide an interaction
trigger even when the beam conditions are not optimal.
The Minimum Bias Trigger scintillators (MBTS) [58, 41] consist of 32 scintillating tiles, 2 cm
thick, organized into 2 disks, one on each side of the interaction point of ATLAS. A schematic
sketch of one disk is shown in figure 3.11. Each disk is segmented in eight units in φ and
two units in η resulting in a total of 16 independent counters per side. The radial dimensions
of the inner and outer rings are (153, 426) mm and (246, 890) mm respectively and with a
position at z = ±3560 mm this results in a η coverage of [2.82, 3.84]. The scintillators are
installed on the front face of the end-cap calorimeter cryostats and shares readout electronics
with the tile calorimeter. The light emitted in each counter by a traversing charged particle
is collected by wavelength-shifting optical fibers and guided to a photomultiplier tube. After
being shaped and amplified by TileCal electronics, the signal from the photomultiplier tubes
are passed through a leading edge discriminator and then further on to the central ATLAS
trigger system. The MBTS plays a central role in the determination of luminosity at ATLAS
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Figure 3.12: Overview of the forward detectors [59]. The location of each detector downstream to
the interaction point are indicated on the picture.

and thus will be discussed further in the following chapters.

3.7 Forward Detectors

In addition to the main ATLAS detector systems, a set of three detectors are placed along
the beam line and will provide coverage in the very forward region. Ordered according
to their distance from the interaction point as shown in figure 3.12 , the first system is
a Cerenkov detector called LUCID (LUminosity measurement using Cerenkov Integrating
Detector). LUCID is the ATLAS detector dedicated to monitoring of the LHC luminosity,
and is designed to have a sufficient time resolution in order to identify individual bunch
crossings. The second system is the Zero-Degree Calorimeter (ZDC) located at the point
where the two vacuum pipes of the LHC are merged into one. The ZDC is dedicated to the
study of forward neutrons in heavy ion collisions. The third and last of the forward detectors
is ALFA (Absolute Luminosity For ATLAS) located at a distance of almost 240 m from the
IP. Apart from providing a measurement of the absolute luminosity ALFA is also intended to
be used for tagging of forward protons for diffractive physics studies.

3.7.1 LUCID

LUCID consists of two rings of Cerenkov tubes filled with C4F10 mounted on each side of
the interaction point at a distance of 17 m. Given the location and the physics scope of the
detector, the design of LUCID is optimized to be radiation hard and to provide fast and
reliable information about the luminosity in ATLAS. A complete description of the detector
is given in Chapter III.



3.7 Forward Detectors 45

(a) (b)

Figure 3.13: (a) One arm of the ZDC. (b) Schematic layout of the ALFA detector in the Roman pot.

3.7.2 ZDC

An important quantity in heavy ion collisions is the centrality of the interaction. This quan-
tity is strongly correlated to the number of neutrons produced in the very forward direc-
tion - the so called spectator neutrons. For this purpose ATLAS has been equipped with
calorimeters to detect neutrons with |η| > 8.3. The ZDC [60] consists of four modules
on each side of the interaction point. Each module is embedded in the TAN (Target Ab-
sorber Neutral) which is located at ±140m from the IP, at the place where the straight-
section of the beam-pipe is divided back into two independent beam-pipes (see 3.13(a)).

Figure 3.14: Electromagnetic ZDC module. Beam im-
pinges on tungsten plates at bottom of module, and
showers [60].

Out of the 4 modules in each arm
one is a electromagnetic module while
the remaining three are hadronic mod-
ules. Each module is a sampling type
calorimeter which consist of 11 tung-
sten plates mounted perpendicular to
the beam direction. Two slightly larger
steel plates have been installed in addi-
tion, on the front and back of the mod-
ules to assist in the initiation of par-
ticle showers. The active parts of the
module is made of 96 quartz rods with
a diameter of 1 mm. The rods are ar-
ranged such that all 11 tungsten plates
are penetrated by each rod in the di-
rection parallel to the beam, an form-
ing 8 × 12 matrix. In order to read
out the Cerenkov light created by shower
products, all rods are bent 90◦ vertically
and are viewed from above by multi-
anode phototubes (MAPMTs) (see fig-
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ure 3.14). In addition to the quartz rods, 1.5 mm quartz strips are mounted vertically between
the tungsten plates and read out by photomultiplier tubes from above via air light guides.
The purpose of the quartz strip is to improve the energy measurement done by the quartz
rods.
The hadronic modules are similar to the EM modules with the only difference being the gran-
ularity of the readout. While in the EM modules each rod is mapped to a single pixel in the
multi-anode photomultiplier, the hadronic modules map groups of four rods into conventional
photomultipliers.

3.7.3 ALFA

The aim of the ALFA detector [61] is to determine the absolute luminosity by measuring
elastic scattering at small angles. The amplitude of such processes is related by the optical
theorem to the total cross section and thereby also to the absolute luminosity. The extremely
small scattering angles (3 µrad) needed to make these measurements are smaller than the
nominal beam divergence. This means that ALFA will only be able to perform measurements
of the luminosity in situations where the beams have been prepared to meet certain condi-
tions. Because of the small scattering angles needed to perform such a measurement, the
beam emittance is has to be reduced.
In order to measure scattering angles of 3 µrad the detectors also have to be placed far away
from the interaction point and as close as possible to the beam. In ATLAS this has been
achieved by using a Roman-pot technique which allows the active detector volume to be
moved close to the beam (see figure 3.13(b)). Positions as close as 1 mm to the beam can be
obtained with the ATLAS Roman pot system making it possible for ALFA to detect particles
at the required scattering angles. The Roman pots will be located ±240 m away from the
interaction point, and on each side there will be two Roman-pot stations separated by four
metres. The sensitive area of the ALFA detector is made from scintillating-fibres stacked in
ten double-sided modules. Each module has 64 square fibres with a width of 0.5 mm arranged
in stereo geometry on both sides. The light from a traversing particle is read out on a module
per module basis by multi-anode photomultipliers with a number of channels with match the
number of fibers in each module.
During the 2010 data taking period only one side of the detector has been installed. The in-
stallation of the remaining parts of the detector will take place during the christmas shutdown
of 2010.

3.8 Trigger and Data Acquisition systems

At LHC, the production cross section of interesting physics signatures such as Higgs produc-
tion is not only expected to be rather low, but is also expected to be at least seven orders
of magnitude lower than the cross section of minimum bias QCD events. This has two con-
sequences: Firstly, the instantaneous luminosity at the LHC needs to be very high which is
achieved by a short bunch separation (25 ns) and multiple interactions (∼ 25) at each bunch
crossing. Secondly, it is essential to be able to filter out the minimum bias events with a
rejection factor of at least 107 while keeping O(1) efficiency in the selection of interesting
physics.
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Figure 3.15: The three levels of the ATLAS trigger and their event rates and processing times [28].

At ATLAS this is achieved by employing a trigger system which is divided into three levels
of event selection: Level-1 (LVL1), Level-2 (LVL2), and the Event Filter (EF). Each trigger
level refines the decisions made at the previous level and, where necessary, applies additional
selection criteria. The three levels of the trigger and corresponding processing times are shown
in figure 3.15

3.8.1 Level 1

The main task for the LVL1 trigger is to select the bunch crossings which might contain
interesting events. However with a brunch crossing rate of 25 ns this is a very challeng-
ing task which will become increasingly difficult as the luminosity increase. To overcome
these difficulties the LVL1 trigger is based on a fast identification and processing of so-called
Regions-of-Interests (RoI’s). The RoI’s are essentially geographical coordinates in η and φ
, for which the LVL1 selection process has identified an interesting signature. The LVL1
trigger defines RoI’s based on a selection of reduced-granularity information from a subset of
detectors. For example, information from the Resistive Plate Chambers (RPC) and Thin-Gap
Chambers (TGC) are used to identify high-pT muons. In the same way, jets and τ -leptons
are identified by the LVL1 trigger by using information from all calorimeter sub-systems.
The maximum LVL1 accept rate which the detector readout systems can handle is 75 kHz
and the LVL1 decision must reach the front-end electronics within 2.5 µ s after the bunch-
crossing with which it is associated. The overall decision of whether or not to accept an
event at LVL1 is made by the Central Trigger Processor (CTP). The CTP bases its decision
on all the available information within the RoI’s which is matched to a set of trigger menus
which can be programmed with up to 256 distinct items, each item being a combination of
requirements on the input data. The trigger decision, together with the 40.08 MHz clock and
other signals, is distributed to the detector front-end and readout systems via the Timing,
Trigger and Control (TTC) system, using an optical-broadcast network
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3.8.2 High Level Trigger: Level 2 and Event Filter

The starting points for the HLT are the RoI’s provided by the LVL1 trigger. The HLT uses
these areas and the full detector information to provide a trigger decision in a series of steps.
Every step is meant to refine the information from the previous step by acquiring additional
data from increasingly more detectors. The list of steps to be taken by the HLT for each
physical signature is called a trigger chain. An important step of the HLT is called feature
extraction. Here dedicated algorithms request detector data from within the RoI and attempt
to identify features, e.g. a track or a calorimeter cluster. For all interesting signatures a second
algorithm determines whether the identified feature meets a criteria (such as a shower shape,
track-cluster match or ET threshold) necessary to continue. In this manner every event can
be rejected at any step of the HLT if no signatures remain viable at the following step. The
full data set associated with the RoI is transferred only for those events which fulfill the
complete LVL2 trigger selection criteria.
The LVL2 menus are designed to reduce the trigger rate to approximately 3.5 kHz, with an
event processing time of about 40 ms, averaged over all events. The final stage of the event
selection is carried out by the event filter, which reduces the event rate to roughly 200 Hz.
The event filter uses offline analysis procedures on fully-built events to further select events
down to a rate which can be recorded for subsequent offline analysis.

3.8.3 Data Acquisition system

The Data Acquisition system (DAQ) system handles the distribution of data between the
different levels of the trigger system and ultimately to mass storage for the events that passed
the full trigger selection. The different steps of the DAQ system are indicated on the right
side of the block diagram in figure 3.15. Apart from the dataflow component the DAQ
also provides Online software component. The Online Software system controls the overall
experiment: it provides run control, configuration of the HLT and DAQ system and manages
the mass storage. This component constitutes the interface point between the DAQ system
and the Detector Control System DCS.



Chapter 4

Principles of Luminosity
Determination

4.1 Introduction to luminosity

Inspired by the terminology used in astronomy, the word luminosity in experimental particle
physics refers to the number of particles per unit area per unit time. Assuming that the
intensity of the two beams are the same then the interaction rate is proportional to the lumi-
nosity. With other words, the event rate RX(t) for a given process X and the instantaneous
luminosity, L(t), are directly proportional to one another. The factor of proportionality that
relates these two quantities is the cross section for the given process, σX :

RX(t) = σX · L(t) (4.1)

It is important to note that the luminosity by definition is independent of the process. Two
completely independent physical processes should yield the same result when used to monitor
the luminosity. This is an advantage, both in terms of systematic uncertainties but also in
terms of a greater flexibility in the way that the luminosity can be measured.

For cross sections measurements at a collider experiment, the quantity of greatest significance
is usually the number of selected events passing the final analysis cuts during a given running
period Nobserved

X . In this connection the integrated luminosity (L) which is the instantaneous
luminosity integrated over the running period (T ) is more commonly used:

Nobserved
X = σX · ε · L = σX · ε ·

∫ T

0
L(t)dt (4.2)

where ε is a general efficiency term combining the detector and trigger efficiency as well as the
acceptance. Instantaneous luminosity is expressed in units of cm−2s−1, whereas integrated
luminosity is expressed in units of cm−2. The integrated luminosity is often given in units of
barn (b) where one barn is equivalent to 10−24cm2.
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4.1.1 The Need for a Precise Luminosity Determination
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Figure 4.1: Relative precision on the measurement of
the Higgs-boson cross section (σ×BR) for various chan-
nels, as a function of mH , for various channels, assuming
an integrated luminosity of 300 fb−1 [42]. The luminos-
ity is assumed to be known to 10% (open symbols) or
to 5% (black symbols).

The various physics analysis at ATLAS
puts emphasis on the different aspects
of the luminosity programs. Clearly, for
cross section measurements, the require-
ment is to have as precise as possible
a measurement of the integrated lumi-
nosity, since it is used to convert an ob-
served number of events to a cross sec-
tion. At the same time a precise mea-
surement of the bunch by bunch lumi-
nosity may be needed to correct some
physics measurement for the effects of
pile-up. Even in a discovery analysis,
which do not aim at measuring cross
section, it is usually necessary to know
the luminosity in order to normalize the
background calculations.
In terms of physics goals the main fo-
cus of ATLAS and CMS will be the
search for the Higgs boson and signs of
new physics. Depending on the decay
channels, these processes are expected to
have cross sections as low as a few tens of
a femto-barn at LHC energies. As a re-
sult both ATLAS and CMS will require
high running luminosities and accordingly the LHC has a design luminosity of 1034cm−2s−1,
which corresponds to a factor of 100 increase on the luminosity obtained at the previous
energy frontier accelerator - the Tevatron at Fermilab. Figure 4.1 shows how the expected
uncertainty on the Higgs boson production cross section at LHC depends on the uncertainty
of the luminosity measurement and the decay channel [42]. For instance for a Higgs mass of
140 GeV the expected uncertainty on the cross sections in the leptonic channel is expected
to be 10 % for an uncertainty of 5% in the luminosity measurement. In fact in the mass
region where the Higgs boson is expected to be discovered, the main source of systematic
uncertainty on cross section measurements is given by the luminosity which sets a lower limit
on the precision of the measurement.
At the end of the 2010 pp-run it is already the accuracy of the luminosity measurements that
determines the accuracy of the cross sections measurement of W and Z bosons at 7 TeV.

4.2 Luminosity determination at the LHC

The luminosity L and also can be expressed in terms of beam parameters [62]:

L = nbfrI1I2

∫
ρ1(x, y)ρ2(x, y)dxdy (4.3)
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where nb is the number of colliding bunches, fr is the machine revolution frequency, I1(2) is
the number of particles per bunch in beam 1(2) and ρ1(2)(x, y) is the particle density in the
transverse plane of beam 1 (2) at the interaction point. Assuming that there is no correlation
between x and y, the particle densities can be factorized such that:

L = nbfrI1I2Ωx(ρ1, ρ2)Ωy(ρ1, ρ2) (4.4)

where

Ωx(ρ1, ρ2) =

∫
ρ1(x)ρ2(x)dx (4.5)

is the beam overlap integral in the x direction (with an analogous definition for the overlap
integral in the y direction).
Equation 4.5 can be rewritten [63] in terms of the parameters which are directly accessible
from LHC:

L = F
N1N1nbfrγ

4πβ∗ε
(4.6)

where N1 and N2 are the number of particles in the bunches, γ is the relativistic factor for
the colliding particles (i.e. Ep/mp for the colliding protons at the LHC), ε is the emittance
which describes the extent occupied by the particles of the beam both in space and phase
space. The beta functions β∗ describes the focusing properties of the magnetic lattice and F
is a factor that takes into account the angle at which the beams cross each other. The design
values of these factors at the LHC are given in table 2.1.
Of particular interest is the product nb × fr since it defines a fundamental time step of the
LHC, namely the frequency at which two bunches cross at the IP of the various experiments.
Any luminosity monitor which is meant to measure the luminosity for the individual bunch
crossings must have a time resolution better than nMAX

b × fr ≈ 30 MHz to work at design
luminosity. Another important time interval used in luminosity determination at ATLAS is
the Luminosity Block.

Luminosity Block

”A luminosity block (LB) is a time interval, for which the integrated, dead-time- and pre-
scale-corrected luminosity can be determined” [64]. From a practical point of view the length
of a luminosity block should be long enough so that the data acquired in that period is sufficent
for the luminosity determination. One requirement could be that the statistical error on the
measured quantity should be smaller than systematic error. But in general the length of the
luminosity block should be chosen in such a way that the instantaneous luminosity remains
roughly constant during the course of the LB. It is known that the instantaneous luminosity
of the LHC decreases exponentially with a time constant of O(6.28h) [25]. Under nominal
conditions, this would mean that the luminosity would drop by 1 % over a time span of 10
minutes. Thus the size of the an LB in ATLAS should be at the order of minutes not to
compromise the assumption of constant instantaneous luminosity within a LB. Under this
assumption the delivered luminosity over the course of a luminosity block which spans nturns
beam turns, can be written as:

LdeliveredLB = 25 ns ·
nturns∑
k=1

3563∑
i=1

L(BCID=i) (4.7)
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Figure 4.2: Results of a luminosity scan in the horizontal (a) and vertical plane (b) using the LUCID
detector [65] [66]. The plots show the specific rate per 1022(protons/bunch)2 as a function of beam
separation. A Double Gaussian fit with a common mean is superimposed, together with the resulting
values for Σx and Σy as defined in equation 4.9.

where L(BCID=i) is the instantaneous luminosity of the bunch with BCID = i. A detailed dis-
cussion of the luminosity determination and the effect of the detector and trigger is presented
in [64].

4.3 Absolute Luminosity Measurement

In general a distinction is made between luminosity measurements and luminosity monitor-
ing. Measurements via the methods described above give an absolute determination of the
luminosity. Other methods may, however, be used to monitor the luminosity and can be
calibrated using the absolute methods - for this reason luminosity monitor are often said to
provide a relative measurement of the luminosity . Such relative luminosity measurements
provide a convenient way to follow the luminosity evolution during a accelerator fill and
also between different fills. The methods and concepts behind both absolute and relative
luminosity determination will be discussed in the following sections.

4.3.1 LHC Machine Parameters - Van der Meer scans

To determine the luminosity by means of equation 4.8 is difficult since a good measurement
of the lateral beam sizes is needed. One way to obtain reliable measurement of the beam sizes
at the IP is to measure the beam profile in some place away from the IP and then extrapolate
to the IP. The drawback of this method is that a good knowledge of the β∗ function is needed
for the extrapolation. Since the uncertainty of the β∗ function can be as high as 10%, this
sets a upper limit in the precisions at which the absolute luminosity can be determined using
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this method. This uncertainty could possibly be reduced if the beam divergence at the IP
can be measured.
Another way to measure the beams widths at the IP was originally proposed by Van der Meer
in 1968 [67]. In this method the beam sizes can be determined by moving the two beams
across each other and simultaneously monitor the relative change in counting rate. If the
beam scans are performed in both the vertical and horizontal plane, the overlap integral in
equation 4.5 (for example in the x direction) can be calculated as:

Ωx(ρ1, ρ2) =
Rx(0)∫
Rx(x)dx

(4.8)

where Rx(x) is the rate measured by a luminosity monitor detector during a horizontal beam
scan when the beam separation is x. One can define Σx by the equation:

Σx =
1√
2π

∫
Rx(x)dx

Rx(0)
(4.9)

In the case that Rx(x) is a Gaussian, Σx coincides with the standard deviation of the rate
distribution. By using the previous two equations, equation 4.4 can be rewritten as:

L =
nbfrI1I2

2πΣxΣy
(4.10)

which is a general formula to extract luminosity from machine parameters by performing a
beam separation scan. Equation 4.10 is in principle very general and does not dependent
upon the actual shape of the experimental rate distribution during the separation scans. The
assumption is made that there is no correlation between the particle density distributions in
x and y. Figure 4.2 shows the counting rate versus a separation for the Van Meers Scan per-
formed during the data taking period of 2010 [65]. A double Gaussian fit has been performed
to extract Σx,y of the distributions.
The main source of systematics to the luminosity determined from beam parameters is the
uncertainty in the measurements of the beam currents. Other errors come from the relative
centering of the two beams and systematic uncertainties related to the change of the beam
emmitance during the scans. The total systematic uncertainty is estimated in [66] to be 11
% for the early LHC running.

4.3.2 Resonance counting

As suggested by equation 4.1 and 4.2, the absolute luminosity (L) can be extracted from the
measurement of a rate (R) of a theoretically well-understood process. After correcting for
acceptance A, efficiency ε , and backgrounds B, a measurement of R can be directly translated
into a luminosity measurement:

L =
R−B
A · ε · σ (4.11)

Here the cross section of the process (σ) should be calculable to the required precision from
theory or available from experiments. A limiting factor in terms of precision is that every as-
pect of the quantities in equation 4.11 must be well known. Due to the complicated nature of
the partonic initial state at hadron collider, the list of processes which meets this requirement
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is short. Besides having a dominant influence on the cross section, the theoretical knowl-
edge of the production mechanism will also have an indirect impact on A and ε though the
inherit uncertainty on the kinematical distributions. One of the main sources of systematic
uncertainty in the cross section is the knowledge of the parton distribution functions (PDF)
in the proton and of the partonic cross section. One type of processes where the theoretical
uncertainties are relatively well constrained is the electroweak production of W and Z bosons.
The cleanness of the leptonic decay channels combined with the well understood nature of the
production mechanism make the potential sources of systematics in the luminosity measure-
ment small. It is estimated that with current knowledge of PDF uncertainties and detector
related effects, absolute luminosity can be determined from leptonic decays of W/Z bosons
to about 14%. A study of the absolute luminosity determination using the production of Z0

bosons will be presented in part V of this thesis.

4.3.3 Coulomb scattering amplitude

It is possible to obtain a measurement of the absolute luminosity via elastic scattering. In
this method the total cross section and luminosity is deduced from a measurement of the
differential elastic cross section dσel/dt at small angles.
For elastic scattering, the amplitude can be written as a superposition of the Coulomb (fc)
and strong (fs) amplitudes. The former dominates at small values of the momentum transfer
−t = (pθ)2, where p is the beam momentum and θ the forward scattering angle. A simplified
expression of the differential elastic cross section is [63]:

lim
t→0

dσel
dt

=
1

L

dNel

dt

∣∣
t=0

= π|fc + fs|2 ' π
∣∣∣2αem−t +

σtot
4π

(ρ+ i)eBt/2
∣∣∣2 (4.12)

where αem is the electromagnetic fine-structure constant, ρ is the ratio between the real and
the imaginary parts of the forward elastic scattering amplitude and B is the nuclear slope for
pp scattering. If the differential distribution dNel/dt is measured over a large enough range,
the unknown parameters σtot, ρ, B and L can be determined from a fit to the data.
Traditionally this type of measurements are carried out in the region of t where the strong
amplitude is equal to the electromagnetic. Under nominal running conditions at the LHC this
region is at |t| = 0.00065 GeV 2 which corresponds to a scattering angle of 3.5 µrad. Due to the
small scattering angle any measurement of the Coulomb amplitude requires detectors sitting a
few millimeters from the actual beam. A set of Roman pot detectors called ALFA (previously
discussed in section 3.7.3) will be installed in ATLAS to do luminosity measurements of this
type. This measurement will only be made at low luminosity (L = 1027cm−2s−1). The
simulation of the ALFA detector with the proposed beam optics indicates that luminosity
can be measured with a precision of 3% [61].
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4.4 Relative Luminosity Measurement

The main task of any luminosity monitor at ATLAS is to provide a fast and reliable way
to monitor any change in luminosity and beam conditions during the course of a run. A
luminosity monitor must furthermore be able to precisely extrapolate a measurement of the
absolute luminosity to any other running condition. Since the calibration point for a specific
monitor might lie several orders of magnitude away from nominal LHC running conditions, it
is crucial for a good luminosity monitor to maintain stability over many orders of magnitude
in L. A list of ATLAS luminosity monitors with their main features is reported in table 4.1.

Pseudo-rapidity Luminosity range time resolution
range [cm−2s−1]

LUCID∗ |η| ∈ [5.6, 5.9] 1027 → 1034 BX
MBTS |η| ∈ [1.9, 3.8] 1027 → 1033

BCM |η| ∈ [3.9, 4.1] 1027 → 1034 BX
LAr Calorimeter |η| < 5.0 1027 → 1034

Tile Calorimeter |η| < 1.7 1027 → 1034

Table 4.1: Luminosity monitors of the ATLAS experiment. The ∗ denotes that LUCID has since the
early 2010 data taking period been the preferred luminosity detector for ATLAS.

The ideal luminosity monitor would be linear over the entire dynamical range of the LHC
(L = 1027cm−2s−1 → 1034cm−2s−1). The assumption of linearity for a given luminosity
monitor can be tested with Monte Carlo simulations. Dedicated algorithms may be derived,
based on these tests, to correct the raw detector response for non-linear effects. The derivation
and performance study of such algorithms is presented in chapter 8.

Calibration procedure

The procedure to calibrate a relative luminosity monitor using an absolute measurement can
be carried out in several different ways, but the ideas behind it, is to a large extent the same.
The basic idea is to simultaneously measure the absolute luminosity and the rate of inelastic
interactions Rinel by the relative monitor. In this way the rate from the relative monitor will
be mapped directly to a value of the absolute luminosity and the conversion factor between
the two luminosities is the calibration constant kcal:

L︸︷︷︸
by absolute measurement

=
1

σinel
· Rinel︸ ︷︷ ︸

by relative measurement

= kcal ·Rinel (4.13)

where σinel is the total inelastic cross section. Taking the efficiency (εinel) and acceptance
(Ainel) of the detector to the inelastic interactions into account, the expression above changes
to:

L =
RLUCID

Ainel · εinel · σinel
(4.14)

In principle all of the absolute methods mentioned in section 4.3 can be used in combination
with one of the luminosity monitors in table 4.1. Not all combinations might be equally good
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but the combination of the LUCID and ALFA detectors is expected to provide an accurate
luminosity measurement. In this calibration scenario, LUCID will measure the rate of inelastic
interactions and from the absolute luminosity determined by ALFA, LUCID will be calibrated
so that a rate measured by LUCID corresponds to an absolute luminosity. With other words
the product Ainel · εinel · σinel = k−1

cal will be calculated from a combined run with ALFA and
LUCID. In this way LUCID can be used to measure luminosity without any knowledge of the
inelastic cross section or the acceptance and efficiency of LUCID.
An alternative method to the one presented above is to use Monte Carlo simulations to
determine the product Ainel · εinel · σinel in equation 4.14. However, the uncertainty in the
cross section is, at least at the start of LHC, expected to be large and so a calibration of
the method using only simulations will not give a very precise result. To reduce the model
dependent part of the uncertainties, the combined efficiency and acceptance can be measured
by real data if an unbiased minimum bias trigger is available. The two latter methods are
important since they provide the only means of calibration of the luminosity monitors in the
absence of an absolute calibration. This was in fact the case in the early 2010 data taking
period where all luminosity monitors were calibrated using Monte Carlo simulations. Result
from this period will be presented in section 7.5 for the LUCID detector.

4.5 Summary

During the initial period of LHC operation, the absolute calibration procedure for LUCID
will use calculations based on LHC machine parameters, initially determining luminosity to
a precision of ∼ 10%. A more precise method of calibration will be obtained with the ALFA
detector once it becomes operational. Here elastic Coulomb scattering is used to measure the
absolute luminosity and thereby provide a calibration for LUCID with an uncertainty better
than 5%. Alternative methods of calibration include monitoring rates of physical processes
with a well-know cross section such as W/Z production [68].







Part III

The LUCID Detector

In ATLAS the luminosity is measured by several detectors. Among these is LUCID [59]
(LUminosity measurement using Cerenkov Integrating Detector) which is the only detector
dedicated primarily to monitoring the luminosity online. In Section 5.1 the goals of LUCID
are presented. A detailed description of the design and layout of the detector will be given
in section 5.2 and the chapter will be concluded with a discussion of the readout system in
section 5.3.



Chapter 5

Detector description

5.1 Goal of the detector

The luminosity is traditionally monitored at hadron colliders using dedicated scintillation
counters placed in the forward direction. The working principle of such detectors is to deter-
mine the luminosity from rate of empty bunch crossing. The use of these kind of detectors
is limited to situations where the luminosity and the level of radiation is expected to be low.
At the LHC design luminosity, most bunch-crossings will result in multiple pp interactions,
so additional techniques have to be employed. The luminosity at ATLAS is therefore not
only monitored by counting the fraction of empty or filled bunches but also by measuring
the number of pp-interactions per bunch crossing - the so-called µ value. The luminosity per
bunch crossing (LBX) can be found if µ and the cross section is know since µ = σ × LBX
(equation 4.1). The proportionality factor is now called the bunch crossing luminosity which
essentially is the luminosity integrated over the time of a single bunch crossing1.
The most frequent process to occur, in pp-collisions at high energies, is inelastic scattering
resulting in a large particle multiplicity in the forward direction. This means that any lumi-
nosity monitor at ATLAS has to be based on a radiation hard design with a fast response in
order to be able to monitor the luminosity also for individual bunch crossings. LUCID [59]
meets these requirements with a design based on the principle that the number of interactions
in a bunch-crossing µ is proportional to the number of particles detected in the detector. LU-
CID is therefore able to monitor the luminosity LBX by measuring µ.

The main requirements to LUCID as a luminosity monitor are:

• Good acceptance for detecting pp collisions;

• Pointing capability in order to suppress signals from background events;

• High enough time resolution to separate tracks coming from different bunch-crossings;

• Radiation hard readout electronics.

1methods how to determine µ will be discussed in greater detail in chapter 8.
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LUCID is based on a preexisting design developed by the CDF collaboration [69]. The main
detector elements are gaseous Cerenkov tubes installed in the forward direction on each side
of the interaction point. A gaseous Cerenkov radiator fulfill the above requirements since it
is radiation hard and the Cerenkov light is emitted promptly when a charged particle passes
the radiator. The main challenge, however, in using this type of detector at the LHC is the
much higher radiation and background levels as will be addressed in the next section.
One consequence of this design is the inability to provide an absolute luminosity measurement
and LUCID is therefore primarily a relative luminosity monitor. This means that LUCID has
to obtain an absolute calibration in order to measure the full LHC luminosity. Potentially,
LUCID could also be used for diffractive studies, for example as a rapidity-gap veto or as a
tag for a diffractive signal [70].

 13 

1.3 LUCID 
Luminosity measurement using a Cherenkov integrating detector (LUCID) [1] is the 
main relative luminosity monitor of ATLAS. It was not a part of the original ATLAS 
design, but proposed at a later stage as the importance of accurate luminosity 
measurements (see chapter 2) became evident. As such, some severe space restrictions 
were imposed on the detector design, which should be kept in mind throughout this 
chapter.  
 
LUCID is made up of two parts, each located at a distance of 17 m from the interaction 
point in the forward region. The location is shown in Figure 1.2. However, this figure is 
not up-to-date with respect to the design of the forward shielding. Figure 1.4 shows a 
more accurate representation of the ATLAS detector, with the location of LUCID marked 
out on each side. 
 

 
 
Figure 1.4 – An up-to-date representation of the ATLAS detector with the location of 
LUCID marked out. 
 
Each part of LUCID consists of 20 aluminium tubes that are directed towards the 
interaction point. In the running configuration, they are surrounded by the forward 
shielding as shown in Figure 1.4. The tubes are mounted on the inside of the beam pipe 
support cone at a radial distance of about 10 cm from the beam. They are each 1.5 m long 
and have a diameter of 15 mm. This configuration is shown in Figure 1.5. 

Figure 5.1: Location of LUCID in ATLAS.

5.2 Design and working principle

The LUCID detector consists of two modules installed in each end-cap region of ATLAS, 16.7m
from the interaction point. Each module is installed in the available space between the beam
pipe and the forward shielding giving LUCID a pseudo-rapidity coverage of |η| ∈ [5.4, 5, 9].
A schematic representation of the location of the two LUCID modules is given in figure 5.1.
In that region the radiation hardness of the detector and its readout is an important issue.
At design luminosity the total dose per year seen by LUCID will be at the order of 7 Mrad
per year (see figure 5.2). For this reason it has been decided to split the operation of the
LUCID project up into two phases, each with its own dedicated detector design. In the initial
phase with a maximum instantaneous luminosity at the order of 1033cm−2s−1, LUCID will
be operated in Phase I. Later a more radiation hard detector will have to be designed and
installed.
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VME. The processed data, stored in a pipeline, are sent to ROS pending a

L1A and form part of the LUCID event.

5.4 Radiation Environment of LUCID

The total ionizing dose and the neutron flux predicted for high luminosity are

shown in Fig. 5.18 and Fig. 5.19, respectively. The radiation environment

at the LUCID detector is substantial for Phase I and severe for Phase II. For

Phase II, the total ionizing dose is at 105 Gy/yr and there is a flux of 1013

neutrons (1 MeV equivalent) per (cm2 · yr) through the same region. For

Phase I, since LHC operates at a luminosity which is one order of magnitude

smaller than the full luminosity, thus the expected radiation dose is roughly

one order magnitude smaller. However, it is still severe enough to be a chal-

lenge to the detector design. It is important that all aspects of the LUCID

Figure 5.18: The ionizing radiation environment of ATLAS measured in Gy/yr
(TID). The LUCID region as pointed out suffers an annual dose of 105 Gy/yr.

detector, including the optical fibres, PMTs, and electronics undergo radiation

testing, in order to ensure that they will operate correctly in the high radiation

environment.

(a)
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Figure 5.19: The neutron flux (En > 100 keV) throughout the ATLAS experiment
measured in KHz/cm2. The neutron flux through the LUCID regions is shown at
around 1013neutrons/cm2 (1 MeV equivalent).

The first radiation test on the PMT was performed in January 2007. A

PMT was irradiated at the National Laboratory in the UK by γ’s produced

from 60Co at an average dose at 1.1 MRad/hour, for a total dose of 20 MRad,

which equals a three year running period under the full luminosity (Phase II

conditions). The result shows that performance of the PMT remained within

an acceptable range.

Another radiation test was performed in June 2007. A U235 source was

used in a 1.5 hour exposure to give a total flux of 1014neutrons/cm2 which

corresponds to at least 5 - 10 years of full luminosity run. Results show

that passive materials were not substantially damaged by this intense flux of

neutrons: fibres and quartz had no change in colour; cable and base of PMT

had no breakdown; and, only a slight decrease in the elasticity of the O-ring

was observed. It was also shown that the performances of the PMT remained

within an acceptable range [62].

(b)

Figure 5.2: Simulation of the radiation levels in a full Atlas quadrant [71]. (a) Ionizing radiation (b)
The neutron flux (En > 100keV ). The approximate dose in the region of LUCID is indicated in the
plots.

5.2.1 Detector design

Each of the two LUCID modules consists of 20 mechanically polished aluminum tubes ar-
ranged around the beam pipe. The tubes are 1.495 m long with an inner radius of 7 mm and
a thickness of 1 mm. Sixteen of the twenty tubes are mounted in two rings with eight tubes in
each at a radial distance of 96.3 mm and 114.7 mm from the beam pipe. In order to suppress
background (see section 5.2.2) the tubes are pointing towards the interaction point giving the
tubes in the two rings an angle with respect to the beam of θring1 ≈ 0.33◦ and θring2 ≈ 0.39◦.
The remaining 4 tubes are placed in between the two rings and are likewise made to point
towards the interaction point. The full set of 20 tubes is placed in a light-weight aluminum
gas vessel which ensures that the tubes are filled with C4F10 at a constant pressure of 1.1 bar.
A schematic side view of a LUCID module with its tubes is given in figure 5.3.
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cone that supports LUCID is shown in Fig. 5.2, and a perspective view in Fig.

5.3.

Each LUCID detector module consists of twenty 15 mm inner diameter,

1.5 m long, cylindrical, gas filled Cerenkov tubes. Sixteen of the tubes are

directly mounted onto a (PMT) photo-multiplier tube. The other four tubes

are connected to a fused-silica fibre bundle through a concentrator. The fibre

bundle is in turn connected to a Multi-anode PMT (MAPMT) located on top

of the shielding, in a low radiation zone (5 Gy/yr). The twenty tubes are

arranged around the beam pipe in two layers. A cross-section through LUCID

is depicted in Fig. 5.4.

Figure 5.2: Side view of the LUCID detector.

The LUCID mechanics system includes PMT readout Cerenkov tube detec-

tors, fibre/MAPMT readout Cerenkov tube detectors, Gas System, Alignment

System and Calibration System. A summary of major design parameters is

given in Table.5.1.

Because the tubes are pointing to the IP, prompt particles coming from

the IP (primaries), and some of their direct secondaries (from interactions in

the beam pipe), will travel the full length of the Cerenkov counter tube and

generate a large amplitude signal in the photo-detector. Particles originat-

ing from soft secondary interactions and coming from other directions will in

general traverse the counters at larger angles, with shorter path length, thus

giving less light. In addition, the light from these particles will also suffer a

larger number of reflections in the aluminum tubes. The signals from these

“soft” particles are therefore usually significantly smaller than those from the

primaries and hard secondaries and can be discriminated using suitable am-

plitude thresholds in the electronics and in the offline data analysis. This is

Figure 5.3: Schematic side view of a LUCID module.

The reason why C4F10 was chosen as a radiator is that it provides one of the highest indexes
of refraction (n = 1.00137) available for a commercially produced non-flammable gas. The
high index of refraction results in large momentum thresholds for charged particles to produce
Cerenkov light. The thresholds for electrons and pions are 9.3 MeV and 2.7 GeV respectively
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making the choice of C4F10 gas as a radiator an additional feature to the suppression of soft
background. C4F10 also has a good transparency for photons in the UV region. Since this is
the region where most of the light is emitted, only small losses of Cerenkov photons in the
gas itself is expected.
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Figure 5.5: A sketch of a Cerenkov tube with PMT (top) and a Cerenkov tube
connected to a MAPMT through a light concentrator cone and optical fibre bundle
(bottom).

Figure 5.6: Packing of 37 fibres to form a fibre bundle. Fibres represented in a
darker color collect more light, when a charged particle traverse the tube along its
axis. Both X and Y are in cm.

Figure 5.4: A sketch of the two types of readout techniques used at LUCID. (top) A Cerenkov tube
read out by a PMT. (bottom) A Cerenkov tube read out by a combination of a light cone, optical
fibers and a MAPMT.

The light produced in the Cerenkov tubes is read out by two different techniques. For the
sixteen tubes placed in the two rings the Cerenkov light is read out by Photo-Multiplier
Tubes (PMT) mounted directly on the aluminum tubes themselves. In order not to loose
parts of the light signal, the PMTs have a diameter which matches exactly the diameter of
the tubes (14 mm). The thickness (1.2 mm) of the quartz window in front of the PMT is
furthermore optimized to provide a uniform detection efficiency2. The four remaining tubes
are read out with MultiAnode Photo-Multiplier Tubes (MAPMT) via optical fiber bundles.
This type of read-out is meant to serve as a testbench for the Phase II design where the
increase in radiation doses makes the use of a direct coupling of photomultipliers to Cerenkov
tubes unfeasable. A sketch of the two types of readout techniques used at LUCID is given in
figure 5.4. A cut-away view of a LUCID module with the PMTs mounted is shown in figure
5.3 and the main design parameters are given in table 5.1.

5.2.2 Detection principle and background suppression

As mentioned above, LUCID detects charged particles by means of the light emitted in
Cerenkov tubes. Cerenkov light is emitted when a charged particle traverses a material with
a velocity v larger than the speed of light in the medium c/n [72]. With the given choice of
radiator gas in LUCID, Cerenkov light is emitted from a charged particle above the momentum
threshold, in a cone with an average angle ∼ 3◦ with respect to the particle trajectory (see
figure 5.6). The Cerenkov light travels down the tube with multiple reflections of the inner
tube surface. Taking the tube dimensions (see table 5.1) into account, it can be shown that a
Cerenkov photon on the average makes about 3 reflections before being collected by the PMT.
The Cerenkov light is emitted continuously over the full length of the particle trajectory in
the radiator. This means that it is possible to provide a background suppression by pointing
the Cerenkov tubes at the interaction point. Prompt particles coming from the IP (primaries)
will traverse the full length of the counter and generate a large signal in the PMT. Particles
originating from secondary interactions of prompt particles in the detector material and beam

2Details regarding the conversion of Cerenkov light into electronic signals will be given in chapter 6 where
the simulation of LUCID is addressed.
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Figure 5.3: Cut-away view of LUCID, viewed from the downstream end (Looking
at the direction of IP).

Figure 5.5: Cut-away view of LUCID, viewed from the downstream end (Looking at the direction of
IP).

Figure 5.6: Schematic view of a charged particle entering a Cerenkov tube and emitting light.
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Gas vessel
Distance from the IP [mm] 16715.5

Module length [mm] 1532
Module inner radius [mm] 85
Module outer radius [mm] 125.15 (min), 147 (max)

Module bulkhead thickness [mm] 3.2
Radiator Gas C4F10

Working pressure 1.1 bar

Cerenkov tubes
Tube length [mm] 1495
Tube radius [mm] 7.0

Tube thickness [mm] 1.0
Radial distance Tube-Beam [mm] 96.3 (ring1) 114.7 (ring2)

PMT window thickness [mm] 1.2
PMT radius [mm] 7.0

Cooling system
Cooling system radius [mm] 78

Cooling system thickness [mm] 2

Table 5.1: Major Design Parameters of LUCID.

pipe (secondaries) are often softer and will traverse the counters at larger angles and with
shorter path lengths (see figure 5.7). In addition, the light from these particles will also suffer
from a larger number of reflections.
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(detector, machine elements, etc.), and travels along scattered trajectories
before reaching the volume occupied by LUCID. Typical primary particles
are charged pions and photons from π0 decays. As far as LUCID is concerned,
secondary particles are mainly photons and electrons (see section 7.4.1 for
more details) produced in interactions of primaries with the material of the
beam pipe.

Background suppression is achieved by means of tight aluminium tubes,
arranged so as to exploit the kinematic features of particles emerging from
the interaction point (IP). Since tubes are pointing at the interaction point,
a primary particle typically enters a tube from the front and travels inside
the tube along a path parallel to the axis. A secondary particle is expected
to enter from the lateral wall of the tube and travel a shorter path inside the
tube (see Figure 5.3).

Figure 5.3: A LUCID Cerenkov tube (not in scale). Comparison between the
path travelled by a primary and a secondary particle.

Since light is emitted continuously over the tube length, a primary particle
is expected to release a larger amount of Cerenkov light than a secondary
particle. Proper threshold cuts on the light detected by photomultipliers are
expected to reduce the contribution due to secondary particles.

Validity of the pointing geometry

During several On-Beam test of LUCID prototypes, angular scans have been
carried out in order to verify the validity of the pointing geometry concept.
In Figure 5.4 the number of photoelectrons registered from a 180 GeV pion

Figure 5.7: Comparison between the path travelled by a primary and a secondary particle.

The signals from these secondaries are therefore usually significantly smaller than those from
the primaries and can be discriminated against by using suitable amplitude thresholds in the
electronics and in the offline data analysis. This is not possible with scintillation counters
where it would be impossible to distinguish the signal from primary particles originating at
the IP and a secondary particle produced in the material between the IP and LUCID. As a
consequence all background events, including background from the beam, will be treated as
pp-collisions and will result in a wrong estimate of the luminosity.
Another advantage that Cerenkov detectors have over scintillation counters is the lack of a
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3 LUCID readout system 
The analog signal produced by the LUCID photomultipliers is processed by a readout 
system which is shown schematically in Figure 3.1. The entire system will be described 
in this chapter, although the remainder of this text is mostly concerned with the parts 
contained within the dashed line. 

 
 
Figure 3.1 – Schematic diagram of the LUCID readout system. Mostly the parts 
contained within the dashed line (see text) are discussed in later chapters. 
 
From a high-level perspective, the LUCID readout system produces two different kinds 
of output; a local data stream with a local trigger, and a global data stream using the 
ATLAS trigger. The local stream, which can be read out independently from the rest of 
ATLAS, only makes use of the modules contained within the dashed line. The global 
stream, which contains the data sent to ATLAS events, is produced by the LUMAT card. 
 
During global running (when all ATLAS subdetectors are running together), the purpose 
of the local stream is to provide fast, online feedback regarding the status of LUCID. A 
series of checks are performed using local stream data in order to assess the detector 
health, and to determine whether or not the data recorded is meaningful. This process is 
called data quality monitoring (see chapter 5). It should be noted that the readout time 
associated with the local stream is longer than 25 ns (the time between bunch crossings), 
so only a subset of the data is available. Outside of global running, the local stream is 
used for calibration and to set detector parameters (see chapter 4). 
 

Figure 5.8: Schematic diagram of the LUCID readout system [73]. The dashed line shows the
components which are relevant to the local stream of data.

Landau tail. This means that it is in principle easier to determine the number of particles
which have entered a Cerenkov tube by using pulse-height measurements (particle-counting
mode). The probability that several particles enter the same tube is, however, quite low for
the LUCID design phase I, typically a few percent at a luminosity of 1033cm−2s−1 and even
smaller at lower luminosities. As will be shown in chapter 8, a measurement consisting in
counting only the number of tubes with a signal above a preset threshold (hit-counting mode)
provides a measurement for online monitoring with an acceptable systematic error.

5.3 Electronics and readout system

At the photocathode of each PMT all Cerenkovs photons are converted into photo-electrons
(p.e) with a probability given by the quantum efficiency of the PMT. The relative weak signal
from the photo-electrons is then amplified by using a series of secondary emission electrodes
or dynodes to produce a measurable current at the anode of the PMT [47]. The current is
integrated over time and send to a Front End (FE) board placed 10 meters away from the
detector. Here the signals are amplified and passed on to a Constant-Fraction Discriminator
(CFD), which registers a hit each time the PMT signal is above a pre-set threshold. At this
stage the signals are duplicated with one copy being sent to a Charge to Digital Converter
(QDC) for measurements of the amplitude, while another copy is sent to a Flash-ADC (FADC)
for both amplitude and timing measurement. The logical OR of all the CFD signals provides
a trigger which allow the event to be written into a local data stream. This means that if
a single CFD has a signal above threshold then the full information from all the QDC and
FADC units are flushed into a local data stream and later stored to disc. Figure 5.8 shows a
layout of the LUCID readout system. The local stream of data is independent of the global
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ATLAS data stream and is mostly meant for fast data quality monitoring. As will be shown
later in the thesis, the information from the local data stream can also be used for an offline
determination of the luminosity (see section 8.6). In addition to the local stream of data, the
outputs from the CFDs are also propagated to the global ATLAS data stream in terms of
hit patterns. The link between the local LUCID readout electronics and the global ATLAS
TDAQ system is called the LUMAT (LUMinosity Algorithm and Trigger) card.

5.3.1 The LUMAT card

As the name indicates, the LUMAT card has two main functions: to provide the ATLAS
trigger system with relevant information and to calculate the online luminosity.
Since the LUMAT card is synchronized with the ATLAS clock, it is able to send information
to the CTP every bunch crossing. The type of information sent to the CTP is the hit pattern
telling the CTP exactly which tubes where hit within the current bunch-crossing. The CTP
sends back the LVL1 trigger decision based on this information together with similar signals
from other subdetectors. If the event is accepted LUMAT sends the hit pattern to the main
ATLAS data flow. The LUMAT card also holds the possibility to implement luminosity
algorithms directly in the firmware making it possible to determine the luminosity per bunch.
The LUMAT card can implement up to four independent luminosity algorithms for all bunch
crossings. Each algorithm calculates the luminosity by using a set of 3564 scalers, one for each
bunch in the beam. A given scaler is reset by the start of each run and incremented when the
specific algorithm registers a hit in the corresponding bunch crossing based on the hit patterns
sent to the LUMAT card by the CFDs. Since the the four algorithms are implemented directly
on the LUMAT card the results are unaffected by the busy conditions and dead-times of the
TDAQ3. The data formats and streams used by LUCID is further discussed in section 7.2.

5.3.2 Calibration

The PMT signal charge is as mentioned in section 5.3 measured in units of QDC counts. A
QDC count is in principle an arbitrary unit that is proportional to the charge. In order to
establish the exact relation between QDC counts and photo-electrons, the detector must be
calibrated. The process of calibration is divided in two separate steps. The first step is to
find the noise level of each PMT - the socalled pedestal measurement.
The pedestal is found by letting the detector collect data in a period where there is no beam
in that LHC. In this way it is possible to sample the charge distribution with no light in the
Cerenkov tubes. The width of the pedestal is expected to be small but a sizable contribution
from dark current processes widens the distribution considerably as can be seen from figure
5.9(a).
The second step of the calibration procedure is to measure the number of QDC counts from
a single photo-electron [74] . For this purpose each Cerenkov tube has been equipped with a
LED capable of shining monochromatic light from the front end of the tube in the direction
of the PMT. The number of photo-electrons produced when a the LED light hits the PMT
will be Poissonian distributed and is adjusted to have a mean of 1 photo-electron. This means
that after the contribution from the pedestal, the largest contribution to the QDC spectra

3a ”busy condition” can occur when an event is triggered and the gate is closed. Dead time in this context
refers to a 2 ms hold in the TDAQ due a ATLAS wide reset every 5 sec.
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will be from the production of a single photo-electron as can be seen from figure 5.9(b). From
5.9(c) it can be seen that also contributions from a higher number of photo-electrons are
non-negligible . The calibration constant is obtained by fitting the single photon spectrum
to extract the difference in QDC counts between the mean of the pedestal and the single
photo-electron peak. Figure From 5.9(d) shows such a fit in a situation where the calibration
constant is roughly 15 QDC counts per photoelectron.

Figure 5.9: (a) A pedestal distribution. (b) A single photoelectron spectrum . (c) A multiple
photoelectron spectrum. (d) A multiple photoelectron spectrum with the calibration fit function
superimposed [73].



Chapter 6

Simulation of LUCID

One of the major challenges in designing and analyzing data from an experiment like ATLAS
is to relate the observed quantities to the underlying physics. Due to the complexity of
this process it will inevitably be necessary to rely on realistic and trustworthy Monte Carlo
simulation. Not only to simulate the physical final states but also to simulate the often
complicated detector response allowing for a detailed comparisons with data.
The simulation of events proceeds in several steps: For physics studies the first step is the
phenomenological simulation of the hard physics processes which occur in the interactions
and the resulting semi-/stable particles emerging from the interaction point. This step of the
simulation chain is often referred to as the generator step and is usually not specific to any
given experiment. It will be driven by certain assumptions regarding the parameters of both
established particles and new physics and should be based on the latest theoretical models.
The nature of this step in the simulation dictates that the level of realism in the output is
limited by the level of theoretical understanding of a given process. At hadron colliders this
means that the uncertainties of QCD will unavoidably be present in this step of the simulation
in terms of uncertainties in the knowledge of parton density functions and in the process of
hadronization.
The second step in the simulation chain is to simulate the passage of the generated particles
through the different detector elements and the in resulting response. To do so, a precise
geometrical description has been implemented for each detector in ATLAS. Such a description
includes a description of both the active material of the detectors as well as the passive parts
such as support structure and shielding. For interactions with active material - i.e. some
sub-detector volume, the position, time and energy deposit is recorded as a ”simulation hit”
(simhit). In the case of LUCID, the active material is defined as the PMT window which will
be discussed in greater detail below. Apart from propagating tracks through the detector, the
detector simulation also takes care of decaying any long lived particles on the way. For the
propagation, detailed magnetic field- and detector geometry maps are utilized, so that the
direction of each particle in a given step is calculated based on the initial particle momentum
and the local fields (electrical or magnetic). Depending on the material and particle, the
cross section for all possible interactions with the material is calculated, and based on random
draws, it is decided whether or not some given interaction takes place in the given step. In
ATLAS the simulation step is handled by dedicated software tool such as the GeoModel [75]
for the detector description and GEANT4 [76] for particle propagation.
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The final step of the simulation chain is the digitization step where the simulated signals
are transformed into a realistic digitized output as it would appear coming directly from
the front-end electronics. This part of the simulation is specific to the given subdetector
and need to take into account all the different aspects of signal processing. This means
that the digitization step usually involves both simulation of physical effects such as electron
multiplication in the PMT dynode chain as well as signal shaping and noise sources. The
digitalized data are then converted to Raw Data Object (RDO) format before they are passed
to the reconstruction process, where the responses of different detector parts are combined to
determine the track of the particles, identify particles, calculate their 4-momentum, etc.
The following sections describe the simulation of LUCID step by step, starting with section 6.1
which illustrates the detector description as it is implemented in ATLAS software framework.
Sections 6.2 and 6.3 will be dedicated to a study of the detector response of LUCID while the
simulation of front-end electronics is delegated to section 6.4. Specific electronic issues such as
simulation of the amplification chain and noise generation are also addressed in this section.
The performance of LUCID in the 2010 data taking period will be discussed in chapter 7.
The analysis performed in the following sections is to a certain extent based on the ideas
presented in [77].

6.1 Detector desciption

The general layout of LUCID in the simulation is in many ways the same as in the real
detector. All the major parts of the detector such as the vessel, radiator, tubes, optical
surfaces, PMTs and cooling system are included in the simulation. However smaller elements
such as bolts and cabling are not included in the detector description. This has been done are
as compromise to minimize the required human and computer resources while still providing
a realistic detector description.

IP

gas vessel

beam pipe

Cerenkov tube

Figure 6.1: A schematic drawing of the two LUCID modules illustrating the pointing geometry of
the Cerenkov tubes. (Not to scale). The two red lines are meant to show two primary particles being
created in the IP and afterwards traversing the full length of a Cerenkov tube.

Since the design of LUCID has already been discussed in section 5.2 only issues in which
detector description differs from the actual design will be addressed here. Figure 6.1 shows
a very simplified sketch of the LUCID detector description including the two modules and a
few Cerenkov tubes. Figure 6.2 illustrates the baseline design of a single Cerenkov tube as
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tube axis 

C F4   10

quartz

tube wall

Figure 6.2: Geometrical description of the Cerenkov tube (Not to scale).

it is implemented in the detector description. The PMT is simulated with a thin quartz disc
matching the transversal dimension of the tube. The photo-cathode and the chain of dynodes
inside the PMT are not included in this step of the simulation but will be added later when
the simulation of the front-end electronics is discussed.
A photon crossing the surface of the window is detected with a probability corresponding to
the quantum efficiency provided by PMT manufacturer Hamamatsu. The simulation of the
PMT quartz window is crucial since it acts as a source of Cerenkov light, in addition to the
main gas radiator. All relevant parameters used to describe the detector geometry are listed
in Table 5.1.

6.1.1 Cerenkov light emission

Cerenkov radiation is electromagnetic radiation emitted when a charged particle passes through
an electrically polarizable medium at a speed greater than the speed of light in that medium
[72]. Electrons in the atoms of the medium will be displaced, and the atoms become polar-
ized by the passing EM field of the charged particle. Photons are emitted as the electrons
of the medium restore themselves to equilibrium after the disruption has passed. In normal
circumstances, these photons destructively interfere with each other and no radiation is de-
tected. However, when a disruption which travels faster than light is propagating through
the medium, the photons constructively interfere and intensify the observed radiation. For a
particle to travel faster than the speed of light in a given medium its velocity must be above
a threshold given by:

v > vth =
c

n
→ β =

v

c
>

1

n
(6.1)

where n is the refractive index of the medium which in this case is called a radiator. In particle
physics it is often more convenient to consider the energy of a particle than the velocity. In
this case the threshold in velocity can be reformulated as a threshold in energy:

Eth = γm0c
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2√
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(
v
c
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(

1
n

)2
(6.2)

where m0 is the rest mass of the charged particle. In C4F10 and (quartz) this translates into
a energy threshold of 9.3 MeV (0.7 MeV) for electrons and 2.7 GeV (190 MeV) for pions. For
charged particles above the energy threshold, Cerenkov light will then be emitted in an angle
which is given by the refractive index of the radiator:

cos θC =
1

nβ
(6.3)
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Figure 6.3: The refraction index of C4F10 (a) and quartz (b) as a function of the wavelength of the
emitted Cerenkov light.

The emission angle is a key quantity in the design of LUCID, since a certain choice of radiator
will put certain constrains on the quality and layout of the Cerenkov tubes. For instance a
combination of a radiator with a high refractive index and Cerenkov tubes in a material with
low reflective power is less favorable. In such a situation θC will be large and the emitted
Cerenkov photons will in general tend to be reflected on the tube walls many times before
being detected by the PMT. If also the reflective power of the tube surface is low then photons
are more likely to get absorbed and as a consequence the light yield from a primary particle
is severely reduced. Since it is very difficult to make and maintain a material with reflective
power close to 100 %, a radiator with low refractive index can be chosen instead. This would
mean less reflection of the light on the tube wall and consequently less reduction of the light
and thereby larger signal in the PMT. The reflectivity of the Cerenkov tube will be discussed
further in the next section (Section 6.1.2).
The refractive index of a gas is a function of the emitted photon energy E [eV], the pressure
P [bar] and the temperature T [kelvin] of the gas [78]. In the case of C4F10 n is given by:

nC4F10(E) =

√
2δ + 1

1− δ where δ = δ(E,P, T ) =
KP

T
(

1−
( E
E0

)2) (6.4)

where the constants take the values E0 = 17 and K = 0.25938. For solids such as quartz, the
refractive index can be calculated with a three term Sellmeier equation considering quartz as
an optical glass:

n2
quartz(E) = 1 +

3∑
i=1

Bi
C2
i − E2

(6.5)

with B1 = 46.41, C1 = 10.666, B2 = 228.71, C2 = 18.125, C3 = 0.014 and B3 = 0.125. The
values of nC4F10 and nquartz which are used in the simulation are shown in figure 6.3 as a
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function of the photon wavelength.
Once the refractive index for both C4F10 and quartz is known as a function of the Cerenkov
light wavelength it is possible to calculate how many photons are emitted on average by
a primary particle traversing LUCID. The average number of photons emitted per unit of
radiator length (L) in the wavelength range [λ1, λ2] is approximately given by the following
formula [72] in the case where L >> λ:

dN

dx[nm]
= 2πα sin2 θC

∫ λ1

λ2

dλ

λ2
= 2πα

[
1−

( 1

nβ

)2] ∫ λ1

λ2

dλ

λ2
(6.6)

For a constant refractive index of 1.00149 for C4F10 and 1.47 for quartz, a relativistic particle
(β ≈ 1) traversing the full length of a LUCID Cerenkov tube along its axis will emit in the
order of 990 photons in the gas and 140 in the quartz (see table 6.1). These numbers are
obtained assuming that photons are emitted in a wavelength range between 160 to 700 nm
and that the pressure and temperature of the gas in the tube is P = 1.1 bar and T = 293◦.

〈n〉 θC [◦] Eth(e) [MeV ] Eth(π±) [MeV ] L [nm] Nph

C4F10 1.00149 3.1 9.3 2700 1495 990
Quartz 1.47 46.8 0.7 190 1.2 140

Table 6.1: Main simulation parameters used to model Cerenkov photon emission inside LUCID.

Estimations like the one above are important since they are used along with test-beam data
to optimize the electronic threshold needed to define a hit in the detector. However, just
estimating the average number of Cerenkov photons produced by a charged particle is not
enough. Further issues like the reflectivity of the inner tube surface and the quantum efficiency
of the PMT are important in order to get a realistic simulation of the signal’s size and shape.

6.1.2 Light propagation and detection

The Cerenkov photons generated in the tubes by a traversing particle have a typical emission
angle of ∼ 3◦. Since the diameter of the tubes is small compared to the length, each pho-
ton will have a certain probability to hit the tube walls before reaching the PMT. When a
Cerenkov photon meets the tube walls it will have a certain probability to be reflected instead
of being absorbed. This probability is called the reflectivity and is given in figure 6.4(a) for
the tubes in LUCID. A typical aluminum surface reflectivity curve as a function of the photon
wavelength can be found in [47]. This curve has been rescaled to match a bench measurement
performed with red light lasers.

Depending on the position and the angle of the incoming particle, multiple reflections might
occur before photons are detected as illustrated in figure 6.5. The average number of light
reflections inside the tube is 2.8.
Apart from the absorption on the tube walls, Cerenkov photons can also be absorbed in the
C4F10 gas itself. The absorption of photons in the gas is likewise wavelength dependent an
has also been implemented in the detector description. In the implementation it has been as-
sumed that the absorption length of photons in C4F10 is similar to that of Isobutane [78] (see
figure 6.4(b)). Here the gas absorption length is around 5.5 m in the wavelength from 650 to
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Figure 6.4: Aluminum tube reflectivity (a) , absorption length of photons in C4F10 and the PMT
quantum efficiency (c) as a function of photon wavelength.

200 nm and drops to 1 mm at λ = 150 nm. Photons which are not absorbed by the gas, reach
the end of the tube and are converted by the PMTs into photo-electrons. The conversion
efficiency, also called the quantum efficiency, is provided by the manufacturer Hamamatsu
and displayed in figure 6.4(c). The quantum efficiency also includes the effect of absorption
in the quartz.
Other effects such as dependence of the reflectivity on photon polarization has not yet been
implemented.
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charged particle

γ γ

Cerenkov photon

θ quartz

Figure 6.5: Illustration of light propagation inside a Cerenkov tube.

6.2 Response to a single particle

A number of tests has been carried out in the process of validating the different aspects of
the simulation. These test are designed to address specific features of the simulation such as
the pointing geometry of the Cerenkov tube, reflectivity of the tubes, pulse height spectrum
and the PMT quantum efficiency. Due to the nature of the features being investigated, the
premises of the tests are kept simple in order to isolate the property under investigation.
Since the geometry of LUCID is designed in such way that a particle originating from the IP
(a primary particle) produces more light than a particle coming from any other direction (a
secondary particle) the baseline setup for the first few tests is a series of 180 GeV charged
pions originating at the IP that are aimed directly at the LUCID detector. It will in this way
be possible to simulate the response of LUCID to single particles from the IP traveling either
along the tube axis (on-axis) or at a random direction (off-axis). Figure 6.6 shows a cut-away
visualization of the detector description as it is implemented in the simulation/GeoModel.
Superimposed on the figure in red is an eta-cone giving the direction of a primary particle
creating at the IP and traversing one LUCID module. To keep the output of the tests in
this section as clear as possible, the only detector volume which has been included in the
simulation is LUCID as depicted in figure 6.6. The volume is defined in such a way that it
contains only LUCID and does not clash with the neighboring ATLAS detector subsystems
once included in the simulation.

6.2.1 Signal from on-axis particles

When a charged particle enters a tube and travels along its axis, it emits Cerenkov photons
both in the gas and in the PMT quartz window.

Wavelength distribution: Figure 6.7(a) shows the wavelength distribution of the pho-
tons generated in the C4F10 gas at the different steps until detection in the PMT. The black
line gives the wavelength distribution of photons as they are generated in the gas. The spec-
trum exhibits the expected 1/λ2 dependence characteristic for Cerenkov light emission.
Once the photons are generated in the gas they traverse the gas and are reflected by the alu-
minum tube walls until they reach the quartz window. As a result, the original wavelength
distribution is folded with both the curve for the tube reflectivity (figure 6.4(a)) and the
curve for the C4F10 absorption length (figure 6.4(b)) to obtain the wavelength spectrum of
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Figure 6.6: Visualization of the LUCID detector description using the the VP1 tool [79].
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Figure 6.7: (a) Wavelength distribution of Cerenkov photons generated in LUCID (black line). The
wavelength distribution of the fraction of photons reaching the PMT (red line) and finally detected
(blue line) are superimposed. (b) Distribution of photo-electrons detected by LUCID. The two plots
are generated using a data set of 10000 events of single charged pions coming from the IP with E =
180 GeV, θ = 0.39◦ and φ = 0 (on-axis).

the Cerenkov photons which reach the PMT (red line) . The strong suppression at low λ is
due to the steep fall of both the tube reflectivity and gas absorption length for rising photon
energy i.e. for ultraviolet light.
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The final step in the simulation of Cerenkov light detection is the conversion of photons which
have reached the PMT to photo-electrons. This is done by folding the wavelength distribution
for photons which have reached the PMT with the quantum efficiency (figure 6.4(c)). The
resulting spectrum is given in figure 6.7(a) by the blue line. A clearly visible effect of applying
the quantum efficiency is a suppression of the final wavelength distribution above 600 nm.

Photo-electron distribution: Of the photons detected by the PMT a certain fraction will
be generated in the gas and another fraction will be generated in the PMT window. Figure
6.7(b) shows the number of photo-electrons read-out by the PMTs when 180 GeV charged
pions travel along a tube axis (the signals from all 30 tubes are displayed). The red (blue)
line shows the number of photo-electrons from Cerenkov photons generated in the gas (quartz
window) and detected by the PMT. The black line shows the sum of the two contribution
and thereby represents the full expected signal from a primary particle. By fitting each
contribution with a Gaussian (not shown in the figure) it can be shown that the contribution
from the gas (quartz window) alone is 71 (29) photo-electrons and the total signal is around
100 photo-electrons. The value of the width for the different contributions is due to two
effects: the Poissonian fluctuations of the Cerenkov emission and the binomial fluctuations
of the photo-electron production inside the PMT. It can in fact be shown that because of
the latter effect the ratio between the width of the signal and the amplitude (σA/A) remains
constant (see section 6.4 for details).
The tails in the lower part of the spectra are due to secondaries created when the primary
pion hits detector material like the beam pipe support or the gas vessel. Such secondaries
are usually created at an angle to the tube axis and thereby deflected away from the original
direction of the primary. Because of the angle and consequently the shorter path length,
these secondaries will only induce a small signal in the tube they traverse1. The fact that
the lower tails are due to secondaries is confirmed when the contribution from the primary
pions is isolated (the grey hatched histogram in figure 6.7(b)). It is seen that the lower tail
disappears in this case.

6.2.2 Signal from off-axis particles

In a slightly more realistic situation, primaries will not cross the Cerenkov tube parallel to
their axis, but with a small angle. Such a situation can be simulated by repeating the test
from the last section with the modification that now the pions are generated in a full 2π
range in φ and within the LUCID coverage in η (|η| ∈ [5.4, 6.1]). Since the diameter of the
tube is small compared to the distance between LUCID and the interaction point, the angle
between the trajectory of an off-axis primary particle entering the tube and the tube axis is
very small. However compared to the on-axis scenario in the previous section, primaries can
now create secondaries in other parts of the detector material as well as in the tube walls. The
tube wall is thin (∼ 1mm) but for a primary particle traversing a detector module off-axis,
the effective material thickness of the tubes can be as high as 1.5 m. The higher material
thickness leads to a higher probability of creating secondaries as illustrated in figure 6.8.
Due to the increased number of secondaries in this scenario it is expected that the resulting
photo-electron spectrum will have a larger contribution to the lower tails than in the on-axis

1See section 6.3.5 for a more detailed study of how secondaries affect the signal.
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scenario. The resulting photo-electron spectrum is shown in figure 6.9. It can be seen from
the plot that the peak position of the different contributions remains the same but the level of
background from secondaries is significantly larger now. It is noteworthy here to mention that
the peak at 30 photo-electrons for the total spectrum (PMT+ GAS) is larger in this scenario.
This is due to the fact that such a contribution can be created by secondaries only. Another
noteworthy feature is that the contribution from the primaries is essentially unchanged. The
reason for this is that the LUCID tubes are so ”far” from the IP (about 17 m) that off-axis
primary particles are almost parallel to the tube axis, therefore the path inside the radiator
of off-axis and on-axis primaries are similar.

tube wall

Bulkhead

Primary

Secondary

Figure 6.8: Sketch of a primary particle interacting with the detector material and thereby creating
secondaries.
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Figure 6.9: Distribution of photo-electrons detected by LUCID from 10000 events of single charged
pions coming from the IP with E = 180 GeV and a random direction (5.4 < η < 6.1, 0 < φ < 2π).

6.3 Response to pp collisions

It was shown in the previous sections that the response of LUCID to a single particle that is
going along the tube axis is relatively clean and background free. The contributions in terms
of photo-electrons from different parts of the detector are visible as distinct peaks on top of
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a small background from secondaries. It was also shown that the level of background from
secondaries increases dramatically if the single particles are shot at the LUCID modules at
an angle to the tube axis. In the following section it will be investigated how the shape of
the photo-electron distribution changes when the single particle scenario is replaced with pp
collisions. The emphasis will be put on studying quantities which characterizes the particles
giving a signal in LUCID. Since the collected charge distribution is expected to be dominated
by signals from secondaries it is also important to study what sets the signal from secondaries
apart from the primaries. This is done to help optimize the electronics threshold that defines
a hit in LUCID and to estimate the effect of such a threshold on the background level. In
order to do so each relevant quantity is plotted both for the full range of particles giving a
signal in LUCID and also for those giving a signal above the threshold.

6.3.1 Event generators

An event generator program can be used to generate high-energy-physics ’events’, i.e. sets of
outgoing particles produced in the interactions between two incoming particles. The objective
is to provide as accurate as possible a representation of event properties in a wide range of
reactions, within the Standard Model. For inelastic minimum bias collisions the two most
widely used event generators are PYTHIA [52] and PHOJET [80]. The differences between
the two generators are discussed in the references and in [81, 82].
In these models the total pp cross section can be expressed as a sum of the components,

σTOT = σELAS + σSD + σDD + σND (6.7)

where these cross sections are elastic (σelas), single diffractive (σsd), double diffractive (σdd)
and non-diffractive (σnd). In this study, the small central diffractive component of the cross
section is ignored. Predictions for the inelastic cross sections at 7 TeV are given in table
6.2 for both PYTHIA and PHOJET. It should be noted here that there are at present no
concrete reason to chose one generator over the other. In fact, different generators are often
used in parallel to study the impact of different physics models.

Type of pp collision σ[mb] in PYTHIA σ[mb] in PHOJET
Non-diffractive (ND) 48.5 61.6

Single-diffractive (SD) 13.7 10.7
Double-diffractive (DD) 9.3 3.9

Total inelastic 71.5 76.2

Table 6.2: Cross section of the different inelastic processes (single-, double- and non-diffractive)
predicted by PYTHIA and PHOJET.

To illustrate the difference between the predictions of the different generators figure 6.10 shows
the the charged-particle multiplicities produced in inelastic processes predicted by PYTHIA
and PHOJET compared to 7 TeV collision data. Although the predictions of the total cross
section of PYTHIA and PHOJET are close, the two generators predict a different particle
multiplicity and a different sharing of event types. However, when extrapolated to the pseudo-
rapidity coverage of LUCID (|η| ∈ [5.4, 5.9]) the difference in predictions is less pronounced.
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(a) (b)

Figure 6.10: Charged-particle multiplicities for events with nch ≥ 1 within the kinematic range
pT > 500 MeV and |η| < 2.5 at

√
s = 7TeV [81] [82]. The panels show the charged particle multiplicity

as a function of the pseudo-rapidity (a) and transverse momentum (b). The points represent the data
and the curves the predictions from different Monte Carlo models. The vertical bars represent the
statistical uncertainties, while the shaded areas show statistical and systematic uncertainties added in
quadrature. The values of the ratio histograms refer to the bin centroids.

The main difference between the two generators is the treatment of event topologies for vari-
ous physical processes. This is important to study since some event types and topologies will
have a larger impact than others on the signal in LUCID. For instance, all elastic collisions
can be ignored altogether since the scattering angle of the proton is so small that any inter-
action outside the beam pipe happens further downstream than the position of LUCID. The
systematics related to the choice of generator is discussed in chapter 7.

The study presented in the following section is done with a sample of about 10000 events
of single pp interactions generated with PYTHIA 6.4 at 7 TeV center of mass energy in the
full pseudo-rapidity range.

6.3.2 Track propagation inside ATLAS

After the generation step all outgoing particles are fed to a GEANT4 simulation of the full
ATLAS detector. In order to make the simulation as realistic as possible it is imperative
that all detector modules are included in the simulation. This is especially important for the
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simulation of signal formation in LUCID since the signal here is dominated by secondaries
created in the forward part of the ATLAS detector. This is the case since LUCID is located
so close to the beam pipe inside the forward muon shielding. In fact, primary particles
produced by inelastic pp collisions interact with the material of the experiment producing
secondary particles that may reach LUCID from any direction. For this reason the geometrical
description of the beam pipe and the forward shielding has been revisited in connection with
the implementation of the LUCID detector description [83].

6.3.3 On the origin of secondary particles

Since a large part of the signal in LUCID is created by particles from secondary interactions,
it is useful to know the spacial origin of such particles. This is partly important in the pro-
cess of validating the pointing geometry of the Cerenkov tubes but also to investigate the
electronic threshold needed to define when a particle is detected or not. The latter is studied
by comparing the collected charge distribution from secondaries originating from different
parts of the ATLAS detector to the charge distribution from primaries. Also here it will be
possible to see which part of the ATLAS detector, including LUCID itself, will contribute the
most to the amount of secondaries. Figure 6.11 shows a two dimensional map of where in the

LUCID volume

shielding volume

LUCID VJ cone
beam pipe support

Forward Shielding

Figure 6.11: A r − z topology of the origins of secondaries which give a signal in LUCID. Only the
positive side of the detector is shown here but the situation is symmetrical around z = 0.

ATLAS detector the secondaries are created. Three regions are defined which individually
corresponds to a separate category of secondaries: the beam pipe region , the LUCID modules
and the other parts of the ATLAS detector such as the forward muon shielding. To filter out
soft particles, only secondaries which give a signal in LUCID are included in the plot. In this
context a signal is defined as a charged secondary emitting at least one photon in at least one
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Figure 6.12: (a) Distribution of primary (grey hatched histogram) and secondary (solid line) particles.
(b) Distribution of secondary particles from different parts of the ATLAS detector.

Cerenkov tube2. Unless otherwise stated, only this type of particles is taken into account in
what follows.
It can be seen from the plot that many secondaries are created in the LUCID modules them-
selves. These particles are most likely coming from secondaries interacting with the detector
material in the walls of the Cerenkov tubes and thus creating a shower of particles which
then gives a signal. Another part of the ATLAS detector which contributes significantly to
the secondaries is the beam pipe. Primaries emerging from the IP with a direction towards
a LUCID module will in general traverse the beam pipe about 7 m downstream to the IP.
The relative small incident angle at which these particles hits the beam pipe, results in an
non-negligible effective thickness of the beam pipe as seen by the primaries. At an incident
angle of 0.39◦ the otherwise 1 mm thick beam pipe has an effective thickness of ∼15 cm. This
means that not only will the primary particles have a larger change of producing secondary
interactions in the beam pipe, but so will the secondaries themselves. For instance semi
soft secondaries produced in the flanges of the beam pipe will have a probability to start a
shower in the beam pipe and the LUCID volume and thus contributing to the lower tail in
the photo-electron distribution. To illustrate the difference in number of secondaries versus
primaries figure 6.12(a) shows the number of primaries and secondaries which gives a signal
in LUCID divided into particle type. The first interesting feature here is that the fraction
of primaries is less than 0.2%. This is supported by the fact that most secondary particles
reaching the LUCID volume are electrons from electromagnetic showers. Also photons from
prompt π0 → γγ decays will contribution to this category of secondaries.

2Secondaries which give a signal in two or more tubes still counts as a single entry on a particle level but
as multiple entry when it comes to photons.
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Figure 6.13: (a) Photo-electrons spectrum from pp collisions at 7 TeV separated into contribution
from different categories of secondaries and (b) the sum of the individual contributions.

Figure 6.12(b) displays how the secondaries can be divided up into particle type and origin.
The majority of the secondaries are electrons and positrons from electromagnetic showers
within the LUCID volume. Apart from the lepton secondaries, a substantial fraction of the
remaining secondaries are pions from hadronic interactions in the beam pipe and the LUCID
volume.

Figure 6.13 shows the photo-electron distributions from different categories of secondaries.
The photo-electron distribution from the primaries have been superimposed on both plots.
Despite the fact that the secondaries originate from many different parts of the ATLAS detec-
tor, the overall photo-electron spectra still exhibits peaks at the same position as the spectra
from on-axis pions (see figure 6.7(b)). This demonstrates an important observation from the
simulation, namely that the position of the various peaks of the photo-electron spectrum
does not depend on the origin of the particles giving rise to the signal, but solely on the
details of the detector description. The relative contribution of the peaks might depend on
the origin of particles, but the absolute position will not. This is important since it help in
deciding the value of the electronics threshold that is used to minimize the background from
soft secondaries while keeping the contribution from primaries intact. Both figure 6.13(a) and
figure 6.13(b) confirms this by showing that all the three categories of secondaries and the
sum of them exhibits clear peaks at 29 photo-electrons due to Cerenkov radiation in the PMT
window and at 100 photo-electrons due to radiation in the C4F10 gas and the PMT window.
It is also seen in the two plots, that the majority of the signal is created by secondaries from
the LUCID volume itself. This contribution has a pronounced peak at 30 photo-electrons
from secondaries with a large angle to the beam pipe which only traverse the PMT window.
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The large angle to the beam pipe is also reflected in the less pronounced peak at 100 photo-
electrons stemming from the fact that this type of secondaries is less likely to traverse the full
length of the Cerenkov tubes and hit the PMT window. The category of secondaries which
originates from the beam pipe tends to show the opposite behavior since they are produced
with a smaller angle to the beam pipe and therefore have a higher probability of traversing
the full length of the Cerenkov tubes and thus give a larger signal. The smallest contribution
to the photo-electron spectrum comes from the category of secondaries which originate in
the forward shielding. These are, like the secondaries created in the LUCID volume, also
produced with a large angle to the beam pipe and as a result only give a contribution at the
low end of the photo-electron spectrum.

6.3.4 On the photo-electron spectrum and the definition of a hit

The response of LUCID to inelastic pp collisions in terms of collected charge is shown in figure
6.14.
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Figure 6.14: Origin of Cerenkov light.

The photo-electron distribution peaks at the same positions as observed when shooting single
particles at LUCID (71 in the gas, 29 in the quartz and 100 in total). The normalization is
done so the different contributions corresponds to the same number of pp interactions. It will
in this way be easier to study the threshold which defines wether a particle is detected or not.
Since such an electronics threshold is set in the CFD for each Cerenkov tube, it will not be
possible to distinguish the combined signal from two or more particles from the signal of a
single particle as long as the total signal is above the threshold. For this reason, the situation
in which a tube registers a signal above threshold is called a tube hit or just a hit. The precise
implication of the fact that LUCID only is capable of counting hits and not detected particles
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will be addressed later when the performance of LUCID as a luminosity monitor is discussed.
Most of the secondaries give rise to a signal below 15 photo-electrons. This means that a
cut-off threshold of 15 photo-electrons keeps the entire signal from primary particles, while
suppressing a large fraction of the secondaries. It can be seen from figure 6.13 that with a
cut at 15 p.e (or a cut at any value) there will be more secondary particles than primary
particles that produce a hit in LUCID. This is not a problem in the luminosity analysis since
the average number of secondaries is proportional to the number of primaries which in turn is
proportional to the luminosity. The detector is to some extent working as a calorimeter and
it should be noted that secondaries are not really a background in the luminosity analysis.
Further reasoning for this specific choice of threshold value is postponed to section 6.4 where
the simulation of the front-end electronics is discussed. For now, the only need for a threshold
is to have a way of defining whether or not a particle is detected. This proves useful in the
validation of the LUCID simulation since it is now possible to compare the kinematics of
detected and not-detected particles.

6.3.5 Particle kinematics

The total number of photo-electrons produced by a charged particle crossing a LUCID tube
is proportional to the path length inside the Cerenkov radiators (gas and quartz). Particles
coming from the interaction point and hitting the LUCID volume from the front are expected
to travel a longer path inside the tubes and to give a larger signal of photo-electrons.

Definition of the particle direction In order to study the correlation between the original
direction of the particles and the size of the signal inside LUCID, a direction is associated
to each particle. The coordinate of the impact point (x, y, z) and the momentum (px, py, pz)
of primary and secondary particles are used to define a direction for each particle. In this
context the impact point of a particle is defined as the spacial point at which the first Cerenkov
photon is produced. Three classes of particles are defined:

• Back: If z × pz < 0, the particle is defined as coming from the ’back’.

• Side: If the particle is not ’back’ and if |z| > 16601 mm (the distance of the LUCID
frontfrom the IP), the particle is defined as coming from the ’side’.

• Front: The remaining particles are defined as coming from the ’front’.

The z coordinate of the impact point for the different classes of particles is shown in figure
6.15(a). Of the particles hitting LUCID only 0.15% are primaries. Most of the particles hitting
the LUCID volume are particles coming from the side (86.78%). Once the requirement is made
that only detected particles (i.e track which gives a signal above the threshold of 15 p.e) are
considered then the relative contribution from primaries grows by a factor of more than 10
to 1.83% while the amount of secondaries from the side is diminished by a factor of 10. This
proves that introducing a cut-off threshold does in fact remove more soft secondaries than
primaries. The same type of conclusion can be drawn from figure 6.15(b) where the number
of Cerenkov photons created in the tubes is shown as function of the distance from the IP.
By comparing the impact point of the primaries in figure 6.15(a) to the emission point of the
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Figure 6.15: Distance from the IP (along the beam axis) (a) of the impact point on the LUCID
volume and (b) of the creation point of Cerenkov photons in the tubes. The results are shown for
three classes of secondary particles (’front’, ’side’ and ’back’) and for primary particles.

Cerenkov light from primaries in 6.15(b) it can be seen that while the impact point is limited
to the front of the detector, the Cerenkov photons are emitted throughout the full length of
the detector. This means that a primary particle in general emits more light than a secondary
and therefore suffers less from a threshold cut. The ratio of primaries to secondaires is 0.15%
in figure 6.15(a) while the ratio of Cerenkov photons created from secondaries to primaries
2.81% in figure 6.15(b). Hence the average primary emits around 18 times more light than
the average secondary.

Time of flight

When a particle is produced at the IP it travels throughout the ATLAS detector approxi-
mately at the speed of light. At this speed it takes about 56 ns for a particle to cover the
distance from the IP to the front of LUCID. However this is only true if the particle travels
in a straight line which is not the case for most secondaries. It is therefore expected that
the time of flight is longer for secondaries than for primaries due to the longer travel path of
the combined trajectory. The time of flight to the LUCID volume for all particles and those
which are detected are shown in figure 6.16.
From figure 6.16(a) it can be seen that the contribution from primary particles are sharply
peaked at 56 ns with a small tail towards higher value of arrival time. The contributions
from secondaries are however, spread out over a larger range, indicating that secondaries in
general travel a longer path before reaching LUCID. Secondaries parallel to the beam axis
will hit the LUCID module from the side over the full length of the detector giving rise to a
flat distribution in arrival time from 56 ns at the front of LUCID to 61 ns at the position of
the PMTs. By comparing the individual contributions in figure 6.16(a) and 6.16(b) it is seen
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Figure 6.16: Time of arrival at the LUCID volume of all particles (a) and of those which are detected
with a 15 p.e. threshold (b).

that imposing a cut-off threshold suppresses the low end part of the spectrum3 making the
distribution for the secondaries peak at the position of the PMT window at 61 ns. This is in
line with the observation in section 6.3.4 that a large part of secondaries only emit light in
the PMT window. This is partly due to the larger angle with respect to the beam pipe but
also because of the lower Cerenkov threshold of the PMT quartz window (see table 6.1).

Angle to the beam

It was shown in the previous section that primary and secondary particles arrive at the LUCID
volume at different times. It was postulated that this difference and spread in arrival time is
due to the fact that secondary particles, being the product of scattering of primary particles
through different materials, are expected to travel along different directions with respect to
primaries. The angle between the beam axis and the trajectory of primary and secondary
particles is shown in figure 6.17(a) for all particles and in figure 6.17(b) for those which are
detected.
As in the case of the time-of-flight distributions, the contribution from the primary particles
does not change significantly between particles which give a signal compared to those which
get detected. Both distributions have a mean of 0.36◦ which is consistent with the inclination
of the Cerenkov tubes to the beam axis. The same inclination is also the reason why detected
secondaries with an angle above 2◦ are strongly suppressed. In fact the contribution of
secondary particles coming from the back is almost entirely removed when a threshold cut is
imposed.

3Apart from the peak at 56 ns.
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Figure 6.17: Angle to the beam of particles giving a signal of at least one photon in LUCID (a) and
particles detected by producing more than 15 photo-electrons (b).

Energy

Charged particles will only give a signal in LUCID if their energy is above the Cerenkov
threshold for either the C4F10 gas or the quartz PMT window (see table 6.1). As a result,
the contribution from the softest part of the energy spectrum is already removed from the set
of particles giving a signal in LUCID. The energy distributions of particles giving a signal in
LUCID are shown in the left column of figure 6.18 for different particle types. From 6.18(a)
it can be seen that the mean energy of a primary particle is around 130 times larger than the
mean energy of secondary particle. It is expected that secondaries are softer than primaries
but it is also expected that secondary electrons and positions will contribute mostly to the
low energetic part of the spectrum. An expectation which is confirmed by figure 6.18(d) and
(e) where it is seen that secondary pions are significantly more energetic than their leptonic
counterpart.
The requirement of being detected by LUCID further suppresses soft particles. By comparing
6.18(c) and (d) it can be seen that the mean energy of an electron giving a signal in LUCID
is 0.29 GeV while the mean energy for the subset which gets detected is 0.80 GeV - a relative
increase of 177 %. As for electrons and positrons, the requirement of being detected also
suppresses the soft part of the energy spectrum for pions. The mean energy of a detected
’front’ (’side’) secondary pion is 23.75 GeV (9.64 GeV) which is a relative increase of 57 %
(28%) compared to the situation where it is only required that the secondary pion gives a
signal in LUCID. Most secondary particles from the ’back’ have an energy smaller than the
Cerenkov threshold and can be neglected together with the small contribution from primary
electrons.
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Figure 6.18: Energy distributions for particles of at least one photon in LUCID (a)(c)(e) and particles
detected by LUCID (b)(d)(f).
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6.4 Simulation of the front-end electronics (Digitization)

The ATLAS digitization software is part of the overall ATLAS software chain used to produce
Monte Carlo events. The digitization process runs after the GEANT4 simulation and is
constructed in such a way that full sets of simulated hits are first read in on an event per
event basis. Since simulated hits essentially are energy deposits4 in a specific part of the
sub-detector, namely the sensitive volumes, the digitization procedure is constrained to the
particle information seen by that volume. In other words, the digitization can only use
kinematical information from particles traversing the sensitive volumes and is blind to what
happens in the remaining parts of the sub-detector. The digitization software then converts
the energy deposits into detector responses, ”digits”, typically voltages or times.
In the case of LUCID the sensitive detector is defined as the PMT window. The task of the
digitization software is to generate digits for each tube based on the information available
from the GEANT4 simulation.

6.4.1 General digitization procedure for LUCID

The digitization scheme for LUCID can be divided into five steps which are carried out in the
following order for each simulated event:

1. Unpacking of the simulated hits to a format which can be used in the digitization;

2. Simulation of the photo-multiplier response and the response of the amplification chain;

3. Formation of so-called detector response digits;

4. Level 1-trigger simulation;

5. Conversion of digits to byte stream format.

Out of the five steps above only the second and the fourth are of real relevance to this thesis,
but for the sake of completeness the other step will be discussed briefly as well.

6.4.2 Step 1 - Unpacking of the simulated hits.

Even though the simulation provides a wide range of information about particles which tra-
verses the sensitive detector, only a fraction of that information is used in the actual digi-
tization process. In fact only the number of photo-eletrons generated by Cerenkov photons
traversing the sensitive detector, is used to simulate the PMT response. The total number
of photo-electrons is obtained on a tube-by-tube basis by simply counting the number of
simulated hits, since each GEANT4 hit by construction represents a photo-electron. The
remaining information is used for debugging purposes and studies like the one presented in
the previous section.

4A GEANT4 simulated hit can in principle contain any kind of information about the particle that goes
though the detector.
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6.4.3 Step 2 - Simulation of the detector response

Photo-multiplier response

The number of incident photons is a Poisson distributed variable, and the photo-electric
conversion of photons to photo-electrons can be considered to be a binary process. The
distribution of photo-electrons is thus given by

Pλ(n) =
λne−λ

n!
(6.8)

where Pλ(n) is the probability that n photo-electrons will be collected given that the average
number of photo-electrons λ. After being collected, each photo-electron is amplified by the
PMT. The resulting charge follows a Gaussian distribution G(λ, n) with a mean value of λ.
The total output charge from the photomultiplier is therefore obtained as a convolution of the
n-photoelectron distributions (Gaussian) weighted by its occurrence probability (Poisson):

P (λ) =
∞∑
n=0

G(λ, n) · λ
ne−λ

n!
(6.9)

where P (λ) is the probability that the output charge from the PMT is λ.
The above expression fails, however, to take into account any particularities of the PMT am-
plification chain, such as a deviation from Gaussian behavior. The following section explains
the ideas behind a more detailed simulation of the PMT amplification procedure in terms of
a more precise description of the PMT dynode chain.

Dynode chain simulation Starting with the assumption that the PMT has an N stage
dynode system and that one electron hitting the i’th dynode will create an average gi of
secondary electrons, it can be shown that [84]

σ2
1 = Q2

1

((δ1

g1

)2
+

1

g1

(δ2

g2

)2
+ · · ·+ 1

g1g2 · · · gN−1

(δN
gN

)2)
(6.10)

where Q1 is the mean anode charge initiated by one electron captured by the first dynode, σ2
1

is its variance and δi is the standard deviation of the number of secondary electrons created
from the i’th dynode by one electron. Assuming that the fluctuations of the created secondary
electrons are Poissonian distributed and that the gain is equally divided by the dynodes (i.e.
g1 = g2 = ... = gN = g), equation 6.10 can be rewritten as:

σ2
1

Q2
1

=
1

g
+

1

g2
+ · · ·+ 1

gN
=

1

g − 1
(6.11)

The above formula is valid for one electron captured by the first dynode. In the case where
photo-electrons are produced at the PMT photocathode as well, it can be shown that [85]

σ2
A

A2
=

1

Npe
F

F =
g

g − 1

(6.12)
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where A is the PMT signal amplitude, σ2
A its variance and the factor F measures the devi-

ation of the variance from a pure Poissonian behavior. Equations 6.11 and 6.12 do not take
into account other effects such as inhomogeneities of various kind (at the dynode surfaces,
collection inefficiency, etc.). All these effects tend to broaden the width of the PMT spectra.
Nevertheless these two equations can be used as a valid first approximation to analyze and
interpret the PMT spectra.
One direct consequence of equation 6.12 is that the ratio:

σ2
A

A
=

A

Npe

g

g − 1
= kcalF (6.13)

is a constant which value depends on the average dynode gain and on the calibration constant
kcal of the reading instrument (in the LUCID case is a charge to digital converter (QDC) or a
flash analog to digital converter (FADC). Another important consequence of Equation 6.13
is that

σ2
A = k2

calFNpe (6.14)

which allows one to estimate the deviation from the pure Poissonian behavior of the amplitude
peak variance. Note that in the case of g � 1 then F → 1 and the signal peak shape
approaches a pure Poissonian behavior. With the voltage divider mounted on the R762
PMT’s, the overall gain of about 106 is equally shared among 10 dynodes. As a consequence,
in the LUCID readout case g ' 4 and therefore F ' 1.33 5. However, this value of F assumes
a constant quantum efficiency as a function of the wavelength, which was shown not to be
the case in section 6.1.2. A non-constant quantum efficiency will have the tendency to widen
out the signal in the PMT and thereby give a larger value of F . Figure 6.19(a) shows the
photo-electron distribution from on-axis pions in a simulation scenario where the quantum
efficiency is fixed to a constant value of 20% and the dynode chain simulation has not been
carried out. In this situation the F parameter assumes a value of 1.083 which is compatible
with Poissonian behavior within three standard deviations. If the same type of simulation
scenario is repeated with a non-constant quantum efficiency the value of F increases, signaling
the departure from pure Poissonian behavior of the PMT signal formation. This can be seen
from figure 6.19(b) where the value of F no longer is compatible with 1. If now the PMT
dynode chain simulation is added to the simple simulation scenario with the parameters given
in table 6.3, the value of F is expected to increase further.

GPMT GAMP Qnoise Q1 σ0
Q1

σ0

1.25× 106 7.5 6.5 15 4 3.75

Table 6.3: Reference values of the relevant quantities in the MC simulation that describes the 2010
data taking configuration. The units of Qnoise, Q1 and σ0 are QDC counts.

The resulting spectrum in figure 6.19(c) confirms the obtained with a F value of 1.488 which
is higher than the value expected from the calculations above with a constant quantum
efficiency. The deviation of F from the value of 1.33 that is expected from the calculation,
can be explained by a non-constant quantum efficiency of the PMT.

5It has to be noticed here that, due to the very low dependence of g on the overall PMT gain, GPMT = gN ,
for all practical purposes ((0.5 < GPMT < 2)× 106) and we can assume F = 1.335 for the PMTs installed in
LUCID.
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Figure 6.19: A simulation study of the PMT signal shape under different conditions of the readout
electronic. The baseline for the study is a total of 10000 events in which 180 GeV on-axis pions are
shot at a LUCID tube. The difference in the three simulation scenarios is that a constant quantum
efficiency is assumed in (a), a non-constant quantum efficiency is assumed in (b) and a combination
of a non-constant quantum efficiency and the full dynode chain simulation is used in (c). Each signal
peak is fitted with a gaussian and the results are superimposed on the plots.

Saturation of the readout electronics

In addition to the effect from the PMT dynode chain, another feature needs to be taken into
account to create a realistic simulation of the readout electronics. During a test-bench setup
in which signals of a known magnitude was injected into the electronics immediately after the
PMTs, it was shown that electronics used in the readout process has a finite range of linearity.
When the signals from a PMT becomes too large, the output begins to saturate. This can
potentially present a problem if the saturation begins in the same range as the signal from
on-axis particles. In such a situation the shape of the signal peak will be distorted.
The first step towards finding the optimal working point for the detector is thus to determine
the linearity range of the amplification chain. This is done by measuring the output signal
when a signal with a known amplitude is injected into the system. The input signal is then
gradually increased and the measurement repeated until the output is known for every input,
yielding a transfer function like the one in figure 6.20. Since the transfer function is unique
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Tube 7

Figure 6.20: The relationship between the amplitude recorded by the Flash analog-to-digital converter
(FADC) and the charge measured by the QDC. The charge has been converted to the number of photo
electrons produced in the photomultiplier. It can be seen that the FADC saturates when the number
of photo-electrons exceeds a value of about 150.

for each PMT, any implementation of the saturation effect in the simulation of LUCID, has
to be carried out on a tube by tube basis. This has been done according to the test-bench
results and constitutes along with the simulation of the PMT dynode chain, the simulation
of the LUCID front-end electronics.

6.4.4 Step 3 - Production of detector response digits.

After simulating the response from the front-end electronics, the QDC count for each tube is
stored in the form of a Raw Data object (RDO) which will be the input to the reconstruction
step together with the results from the level 1 trigger simulation.

6.4.5 Step - 4 Level 1 trigger simulation.

The layout of the level 1 trigger simulation for LUCID is in principle identical to the real one.
This means that with the current hardware configuration, LUCID provides two trigger bits as
input to the Central Trigger Processor (CTP). These trigger-bits are denoted LUCID A and
LUCID C, where at least one PMT above the electronics threshold is required in either the A
or C side respectively. These bits are combined into the level 1 trigger items given in table
6.4. Out of the four trigger items listed in the table, only the two last ones are composite
items in the sense that two or more bits are combined to form the specific item. Inspired by
the bit logic required to form the items these are often referred to as the AND/coincidence
and the OR/single-side trigger items.
The main part of the level 1 trigger simulation for LUCID is a dedicated algorithm which
determines which trigger bits to be filled based on the available QDC information from the
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Trigger Item Required Logic Required nr. of hits

L1 LUCID A LUCID A NA
hits > 1

L1 LUCID C LUCID C NC
hits > 1

L1 LUCID A C (LUCID A & LUCID C) NA
hits > 1 & NC

hits > 1
L1 LUCID (LUCID A OR LUCID C) NA

hits > 1 OR NC
hits > 1

Table 6.4: LUCID LVL1 trigger items and the threshold logic required to form the items.

front-end electronics. The result is then packed into two LucidCTP objects which are send to
the CTP simulation. The CTP simulation then reads the two LucidCTP objects and performs
the trigger logic to form the trigger items listed in table 6.4. The input (PIT) and output
(TBP, TAP, TAV) information from the CTP simulation is recorded in a CTP RDO object
which is likewise passed onto the reconstruction.

6.4.6 Step 5 - Conversion to byte stream format

The final step in the simulation of the front-end electronics is a conversion of the signal
information into a binary format called bytestream format. The bytestream format for LUCID
consists of 2 data words which contain the hit information tube-by-tube for side A and C
seperately. The layout of the bytestream is the same for simulated data and for real data.
This is done to mimic the output from the real detector as closely as possible by letting the
same reconstruction algorithm run on both types of data in the same manner.

6.5 Systematic uncertainies

The main experimental systematic errors in the luminosity measurement arise from two
sources: the detector itself and its calibration. In this section emphasis will be put on the
first category, which includes contributions from: the gas pressure and temperature stability,
tube reflectivity, PMT gain stability and noise level. A study of these types of systematic
uncertainties is important since variations of these quantities will affect the signal amplitude
and shape and thereby potentially change the efficiency. For instance, an unexpected change
in the gas pressure may lead to a shift in the signal amplitude and thus a potential change
in efficiency of the detector. Since the efficiency is used as a calibration constant when the
luminosity is determined, any unforeseen variation in efficiency will lead to a wrong deter-
mination of the luminosity. In the following section it will be investigated how variations in
the simulation parameters will affect the signal stability and shape. The immediate impact
of such variations on the luminosity determination will be readdressed in chapter 8.

The category of systematic uncertainties mentioned above, can even be divided further into
sources related to the detector itself (the simulation step) and to sources from the readout
electronics (the digitization step).
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Figure 6.21: Stability of the signal amplitude (a) and signal width (b) as a function of variation in
the simulation parameters. To improve the clarity of the plots, the results for the variation in gas
temperature and tube reflectivity have been rescaled. See table A.1 in the appendix for precise values.

6.5.1 The simulation step

Gas pressure

Theoretically, the number of Cerenkov photons produced in the detector is proportional to
the pressure of the radiator gas (see eq. 6.4 and 6.6). However, at a higher pressure, the
emission angle of Cerenkov photons is also larger (see eq. 6.4 and 6.3).The Cerenkov angle is
3◦ at 1 bar of C4F10, while it is 5◦ at 2 bar. A larger angle means that the photons experience
more reflections in the tube and thus more light is lost. This in turn means that the signal
amplitude as a function of gas pressure will have a turning point in which the signal amplitude
starts to decrease with increasing gas pressure6.
The absolute pressure in LUCID is set to 1.1 bar i.e., 0.1 bar over atmospheric pressure,
and it is monitored to a precision of ∼ ±10 mbar. A simulation study was performed by
adjusting the working pressure to (1.10 ± 0.01) bar and afterwards interpolating the results
down to the monitored precision. From the filled circles in figure 6.21 it can be seen that the
signal amplitude does indeed increase as the gas pressure is increased. A pressure variation
which matches the precision of the pressure gauge, results in a relative change of the signal
amplitude of ±0.5% and a relative change in the signal width of ±1%.

6The contribution to the signal from the quartz window remains unaffected by any change in gas pressure.
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Gas temperature

The signal amplitude is in addition expected to be inverse proportional to the gas temperature.
With LUCID operating at room temperature (20◦), a worst case temperature variation of
19◦C to 21◦C is assumed, which corresponds to ±5%. In the same manner as above, a
simulation study was performed by adjusting the working temperature by 10% and afterwards
interpolating the results down to the maximal expected temperature variance of 5 ◦C. From
the triangles in figure 6.21 it can be seen that the signal amplitude does indeed decrease as the
gas temperature is increased. A induced temperature variation which matches the maximal
expected temperature variation, results in a relative change in the signal amplitude of ±3%
and a relative change in the signal width of ±5%.

Tube reflectivity

Another possible source of systematics is the level at which the tubes are polished. The tube
polish is important to know since it is directly related to the tube reflectivity and thereby the
percentage of Cerenkov photons absorbed on the tube wall. Despite the importance of this
quantity the precision to which it is known is relatively low, resulting in a large systematic
uncertainty. In the simulation the tube polish is assumed to be perfect meaning that the tube
reflectivity is taken to be the one showed in figure 6.4(a). To study the effect of not having a
perfect tube reflectivity, variations of 5% and 10% have been introduced and the result on the
signal amplitude and width are shown in figure 6.21. The maximal deviation is here assumed
to be 5% leading to a relative change in signal amplitude of ±5% and a relative change in the
signal width of ±10%.

6.5.2 Digitization step

PMT gain (GPMT ) and amplification factor (GAMP )

The amplitude of the signal which is produced by the PMT is directly proportional to the gain
and amplification factor of the PMT. This means that an increase of 5% in either the gain or
the amplification factor results in a 5% increase of the readout charge. Fortunately the PMT
in itself is designed in such a way that the ratio σA/A should remain constant and thereby
provide a large degree of stability. Figure 6.22(a) shows that the simulation reproduces this
feature when the gain and amplification factor is varied in the range of ±10%. The same
feature is not expected in the case of the F = σ2

A/A factor (see figure 6.22(b)) on the account
of the extra factor of σA in the nominator which is proportional to GPMT and GAMP .
Both GPMT and GAMP can be monitored by the LED calibration system to an accuracy of
±5%. By correlating the stability information given in figure 6.22(a) and 6.22(b) it can be
shown that for a variation of ±5% in GPMT (GAMP ) the shift in signal amplitude (A) and
width (σA) is ±2.1%(±0.1%) and ±3.9%(±4.2%) respectively.

PMT noise factor (Qnoise)

The operational lifespan of a PMT is to a large extent determined by the collective dose the
PMT is subjected to. One of the effects of radiation damage is an increased level of dark
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Figure 6.22: Stability of σA/A and F as a function of variations in GPMT , GAMP and Qnoise. The
values of the data points of the two graphs are given in table A.2 of appendix A. It should be noted
that stability studies presented here are carried out on a larger data sample than the one used in
section 6.4.3 which is reflected in the smaller statistical errors on the data points.

current leading to an increased noise level of the PMT. The effect of an increased PMT noise
level is to widen the signal peaks and thereby decease the significance of the signal with
respect to the background. At normal operation, the noise level is not expected to fluctuate
with more than 5%. From figure 6.22 is can be seen that fluctuation in the noise level of 5%
lead to shift in the signal size and shape of less than 1%.

6.6 Conclusion

A detailed description of the LUCID detector has been implemented in the ATLAS software
framework. This description incorporates all major effects needed to obtain a realistic de-
scription of light production and propagation in a detector based on the detection of Cerenkov
light. This includes a truthful description of the tube reflectivity and a realistic adaptation
of the quantum efficiency of the PMT. The detector description has been validated through
a series of test aimed at identifying the response of the detector in different situations.
By exposing a single tube in LUCID to 180 GeV of simulated on-axis pions, it can be con-
cluded that a primary particle should produce a clean Gaussian peak in the pulse-height
spectrum at the position of 100 photo-electrons. The contribution of light produced in the
tube gas account for 71 photo-electrons while the contributions from the PMT window ac-
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counts for the remaining 29 photo-electrons. By letting the pions traverse the LUCID module
and thereby interact with the detector material, it can be concluded that even in events with
a single particle, a dominating part of the pulse-height spectrum can be ascribed to secondary
particles. The position of the signal peaks remains the same, but presence of the secondary
particles give rise to a continues background. The same picture emerges when the response
of the detector to pp collisions are simulated. It can however be concluded, that since the
number of secondaries are proportional to the number of primaries, they will not constitute
a background source to the luminosity measurement, but rather be a part of the the signal.
The detector description is further validated by investigating the different aspects of the par-
ticles giving a signal in LUCID. This has been done to track down any inconsistencies and
unexpected behavior that might later on lead to a wrong estimation of the luminosity.
The simulation of the readout electronics is addressed in the second half of the chapter. A
more realistic simulation of the PMT dynode-chain is motivated and results from the imple-
mentation are given. Based on these results it can be concluded that a realistic simulation of
the PMT dynode-chain leads to a more realistic simulation of the PMT response as a whole.
The last section in this chapter has been devoted to the identification of possible sources of
systemic uncertainty in the simulation.



Chapter 7

Performance of LUCID in the early
2010 data-taking period

7.1 Data Samples and Event Selection

7.1.1 Real data

The dataset used in the following performance study corresponds to 11 collision runs at√
s = 7 TeV taken in the period from March 31 to April 4, 2010. The total number of events

recorded in this period is 6.5× 106 corresponding to an integrated luminosity of 49 mb−1. To
clean up the sample and to avoid a too large contamination from beam background a simple
pre-selection has been applied:

• Only data with stable beam conditions flagged, are taken into account.

• Only filled and colliding bunches are included.

• Only events triggered by the MBTS double arm trigger has been included in this study.

The preselection requiring stable beam conditions and a minimum bias trigger requirement
reduced the original sample by 66 % to 2.2× 106 events.
The reason why only data from the above-mentioned period have been included is that the
number of collisions per bunch crossing (µ) in these runs is very small (µ� 1). This means
that the probability for having more than one collision per bunch crossing is negligible. Thus
it can be assumed that the results presented in this chapter are due to one and only one
collisions. Under these conditions the results from data can be compared to results from
MC simulation directly without having to correct for pileup since MC simulation is based on
bunch crossings with exactly one collision.

7.1.2 Monte Carlo simulation

The inelastic pp interactions are simulated using the PYTHIA and PHOJET Monte Carlo
generators.
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PYTHIA: The simulation of inelastic pp interactions with PYTHIA comprises non-diffractive
(ND), single-diffractive (SD) and double-diffractive (DD) processes. The corresponding datasets
are identified with the numbers: 105001 (ND), 105003 (SD) and 105004 (DD). The generator-
level cross sections at 7 TeV are listed in table 6.2. Tunes that have been used are:

• PYTHIA MC09 [86]: A tune which emphasizes the description of underlying event
(UE) and minimum bias (MB) distributions for the ATLAS MC production which
started in autumn 2009 (hence called MC09).

• PYTHIA DW [87]: Rick Field’s Tune DW to Tevatron underlying-event and Drell-
Yan Data. It has 2 GeV of primordial kT and uses a very small renormalization scale
for initial-state radiation (i.e., more ISR radiation).

• PYTHIA Perugia [88]: An updated tune of the pT -ordered shower and underlying-
event model in with respect to the standard PYTHIA tune. The data sets used to
constrain the model include hadronic Z0 decays at LEP, Tevatron minimum-bias data
at 630, 1800 and 1960 GeV, Tevatron Drell-Yan data at 1800 and 1960 GeV and SPS
min-bias data at 200, 546 and 900 GeV.

• PYTHIA8 [89]: This is not an actual tune but a complete rewrite of the PYTHIA
program in C++ instead of Fortran. The difference of PYTHIA8 compared to default
PYTHIA is a more realistic description of diffractive processes.

PHOJET: The simulation of inelastic pp interactions with PHOJET comprises non-
diffractive, single-diffractive, double-diffractive and central-diffractive (CD) processes. The
corresponding datasets are identified with the numbers: 96096 (ND), 96097 (SD), 96098 (DD)
and 96099 (CD). The generator level cross section are likewise listed in table 6.2.

The PYTHIA MC09 tune has been chosen as the default simulation, while the PHOJET
sample along with other PYTHIA tunes are used to explore systematic uncertainties in mod-
eling of the inelastic pp interactions1.

7.2 Data formats

The data from LUCID are recorded in three different ways/streams as mentioned in section
5.3. The distinction between the different streams is crucial in the following study so their
properties are briefly summarized here. The first and primary stream is the global ATLAS
stream, which contains all events, recorded by the central ATLAS DAQ and which in the
case of LUCID contains the hit-pattern from the discriminators as well as the LUCID trig-
ger decisions. The global ATLAS stream contains information from all other sub-detectors
in parallel with LUCID, making it possible to correlate hit information in LUCID to any
other reconstructed quantity in ATLAS. Having information from the entire ATLAS detector
available for each bunch crossing ID (BCID) makes it possible to determine the efficiency of
LUCID by a data driven method as will be shown in section 7.5.
The second stream of data for LUCID, is the local data stream. This stream is triggered

1The AMI [82] simulation tag was s764 for all used samples.
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by local NIM logic that uses the discriminator signals as inputs and requires at least one hit
somewhere in the two detector modules. This stream records the QDC and FADC values in
addition to the CDF hit-pattern and stores the data with the help of the CERN advanced
storage manager (CASTOR). As the name indicates the local stream is indeed decoupled
from the global ATLAS stream making it impossible to correlate information from the local
stream to any other detector. However, the local stream does record a timestamp and a
BCID for each event, making it possible to select events in which two bunches are colliding -
so called paired bunches. The advantage of this stream is that it contains QDC counts on a
tube-by-tube basis for each event, making it possible to do performance studies when the hit
threshold is varied.
The third and last data stream is the LUMAT data stream. The data from the LUMAT card
is made available online by the so-called information service (IS) and from there picked-up
by applications such as the online luminosity calculator (OLC). The LUMAT data is stored
using the monitoring data archiving system (MDA) as ROOT [90] histogram files for each
individual bunch crossing as well as for entire luminosity blocks. These histograms contain
the number of empty events plus the number of hits for the different algorithms that are being
used in LUMAT.

LUCID online trigger selection

The hit pattern for each bunch crossing is fed into a specially designed VME backplane. The
signals are then processed by a FPGA in order to provide two trigger bits for the CTP. These
triggers requires at least one hit in one of the two detector arms A and C, therefore labeled
as LUCID A and LUCID C triggers. From these the full set of LUCID LVL1 trigger items can
be formed and filled on an event per event basis by the CTP. The list of triggers can be found
in table 6.4 and in the following L1 LUCID X will refer to any of the triggers.
During the early 7 TeV data-taking period, the CTP was providing un-prescaled LUCID
triggers whenever LUCID A or LUCID C bits were set. In parallel, the LUMAT card can also
deliver trigger signals which is independent of the CTP. Analogously to the LVL1 triggers,
the LUMAT trigger items are denoted as LUMAT A and LUMAT C with LUMAT as the OR
of the two (all together referred to as LUMAT X).

In the 2009 and 2010 data-taking periods, two of the 32 channels in LUCID was unable
to record data, leading to slightly reduced detection efficiency. In what follows the corre-
sponding channels have been masked out in MC data to provide a more realistic performance
study.

7.3 Charge distributions

Based on the information stored in the local stream, the number of detected photo-electrons
can be extracted for each tube on an event per event basis. To do so, the recorded charge, in
QDC counts, must be converted into the number of photo-electrons by the calibration pro-
cedure described in section 5.3.2. An example of such a photo-electron spectrum is shown in
figure 7.1 for a single tube. The corresponding distribution from the MC sample is superim-
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Figure 7.1: An example of a charge distribution of a single tube recorded by the QDC presented in
linear scale (a) and logarithmic scale (b). Fits to both distributions have been superimposed on the
plots.

posed to facilitate a shape comparison between data and MC. The normalization is such that
the number of events in the Monte Carlo spectrum corresponds to the measured luminosity.
Both distributions have the expected two peaks at approximately the same positions. The
first peak around 40 photo-electrons is caused by particles that have only gone through the
photomultiplier window and not the gas in the Aluminium tubes. The second peak at around
100 photo-electrons is caused by particles going through the full length of the Cerenkov tube.

Fitting the single tube photo-electron spectra

To obtain a more qualitative comparison between the single tube photo-electron spectra in
MC and data, both distributions have been fitted with a sum of two Gaussians to describe
the peaks and two exponential functions to describe the rest of the distributions:

f(x)i = Ci exp
(
− (x− λi)2

σ2
λ

)
+ e(Ki−δix) where i=low and high peak (7.1)

F(x) = f(x)low + f(x)high (7.2)

where x is the value of the detected charge in units of photo-electrons. The motivation for
extracting the exact peak position from data via a fit procedure is to correct the MC spectra
in the case they do not agree.
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Since the shape of the background level is different for the lower part (< 60 p.e) and higher
part of the spectra it has been necessary to introduce a separate background description for
the two ranges. Hence the lower and higher part of each spectrum is fitted in turns and when
convergence of the individual fits is obtained, the results are combined to fit the full range
with function F(x). The results of the fits are superimposed on the distributions in figure 7.1
and quoted in table 7.1.

Parameter single tube single tube
(Data) (MC)

Clow 2.94× 103 ± 56.27 5.64× 103 ± 54.67
λlow[p.e] 39.82± 0.15 35.55± 0.07
σλlow [p.e] 8.73± 0.12 7.78± 9.74× 10−3

Klow 9.03± 0.05 8.75± 0.03
δlow 0.02± 3.54× 10−4 0.02± 1.28× 10−3

Chigh 730.20± 23.44 663.15± 15.11
λhigh[p.e] 100.77± 0.41 100.30± 0.29
σλhigh [p.e] 11.60± 0.54 11.30± 0.28

Khigh 12.44± 0.24 8.96± 0.02
δhigh 0.09± 5.49× 10−3 0.02± 1.05× 10−3

Parameter Side A Side A
(Data) (MC)

Clow 5.13× 104 ± 242.17 7.59× 104 ± 1.12× 103

λlow[p.e] 42.83± 0.045 39.84± 0.12
σλlow [p.e] 10.35± 0.07 9.05± 0.17
Klow 183.58± 1.37 30.91± 8.25
δlow 8.51± 0.07 1.03± 0.40

Chigh 782.55± 68.34 8.85× 103 ± 293.47
λhigh [p.e] 108.51± 0.13 111.99± 0.48
σλhigh [p.e] 12.45± 0.16 12.66± 0.28

Khigh 12.32± 3.83× 10−3 12.16± 0.01
δhigh 0.024± 3.37× 10−5 0.02± 1.76× 10−4

Table 7.1: Parameter values extracted from a fit of the function in eq 7.2 to the photo-electrons
distributions for a single tube (upper table) and a single module (lower table).

It is clear from the results that the higher part of the distribution in data is fairly well described
by MC. Both the position and width of the second peak are compatible within the errors.
Given the fact that the two distributions are normalized to the same integrated luminosity,
it is possible to compare the constant Chigh and take it as an expression of the relative
contribution of primary particles. Since the values of Cdatahigh and CMC

high are in agreement within
three standard deviations it can be concluded that the contribution of primaries traversing
the full length of the Cerenkov tube is well described by the simulation of LUCID.
Compared to the upper part of the distributions, the lower parts of the spectra does not
exhibit the same excellent agreement between MC and data. From the results in table 7.1 it
can be seen that the MC tends to underestimate the width and positions of the first signal
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peak while it overestimates the signal height. Several effects and quite possibly a combination
of those can explain such a disagreement. For one, in the simulation of LUCID it is assumed
that the PMT window is fully sensitive over the entire surface. If this is not the case in
the real detector, then the simulation will overestimate the effective size of the window and
thereby overestimate the contributions of secondary particles that only hit the PMT window.
A second effect that might lead to the same result is if the forward shielding and the material
of the beam pipe is not modeled correctly in the GEANT4 simulation. An excess of material
in the simulation will lead to an increased production of secondary particles and thereby
an increased contribution of particles which only gives a signal in the PMT window. The
two effects mentioned here are troublesome since they are notoriously difficult to check. The
first would require setting up a test bench to check the sensitive area of the PMTs installed
in LUCID. The other would require a perfect geometric model in the MC of the forward
shielding.

Tube number λlow [p.e] σλlow [p.e] λhigh [p.e] σλhigh [p.e]

MC

all tubes 35.55± 0.07 7.78± 9.74× 10−3 100.30± 0.29 11.30± 0.28

Data 2010 - Side A

tube 3 40.45± 0.17 9.79± 0.24 104.61± 0.35 10.68± 0.41
tube 5 46.27± 0.13 9.78± 0.18 111.44± 0.31 9.82± 0.38
tube 6 44.05± 0.13 9.63± 0.18 111.40± 0.34 10.67± 0.39

Data 2010 - Side C

tube 23 40.65± 0.17 9.70± 0.25 102.36± 0.42 11.64± 0.48
tube 24 42.15± 0.32 11.38± 0.43 135.52± 0.68 13.88± 1.49
tube 25 30.91± 0.41 19.01± 0.34 88.26± 1.12 31.92± 1.14

Table 7.2: Examples of peak positions and signal width for various tubes.

Fitting the total photo-electron spectrum

Unfortunately the agreement between data and MC is not as good for all the tubes as the
one presented above (see table 7.2 for examples and table A.3 for the full list of fit results).
The reason for this is that the stray magnetic field in ATLAS is not the same for LUCID
on sides A and C. Since the readout system is based on photomultipliers, which are very
sensitive to the field gradient transverse to the longitudinal direction, the stray magnetic field
is important for LUCID. To incorporate these features in the simulation of LUCID would
require a remodeling of the magnetic field topology in the vicinity of LUCID, and the effect
on the photomultipliers, which is beyond the scope of this thesis. Instead, the uncertainty
related to the difference in photo-electron spectra between MC and data will be assigned to
the systematic uncertainty of the LUCID simulation. To illustrate the difference between the
tube response in data and MC, figure 7.2 shows the average charge distribution for all the
tubes on side A. The data were recorded using the single side trigger that requires at least one
hit in one of the two detectors. The number of photo-electrons produced in the Monte Carlo
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Figure 7.2: The average charge distribution of all the tubes in one of the two detectors at 7 TeV.
The number of events in the Monte Carlo spectrum is normalized to the data using the measured
luminosity (29 mb−1).

simulation has been recalibrated using data and increased with a factor 1.12 so that the two
peaks from the Cerenkov light from only the photomultiplier window and from window+gas
agree. Both distributions have been fitted by the same procedure used in the case of the single
tube distribution and the results are likewise given in table 7.1. By comparing the results of
the fit to the two distributions it is clear that summing up the response from all the tubes in
one module worsens the agreement between MC and data. The discrepancy can be ascribed
to differences in the shape of the distributions for the individual tubes caused by differences
in the magnetic field.

7.4 Hit multiplicity distributions

Charge distributions, as the ones presented in figure 7.1 and 7.2 are very important to un-
derstand since they are the fundamental measurements which can be extracted from LUCID.
All other information such as hit patterns and multiplicity distributions are derived from
the photo-electron distribution. In the following section a number of detectable quantities
related to the multiplicity will be presented. The reason for this is to study the performance
of LUCID in the early 2010 data-taking period but also to validate the simulation of LUCID.

7.4.1 Hit probability for different tubes

Directly derived from the photo-electron distributions are the hit patterns. The hit patterns
are binary maps indicating which tubes for a given event had a recorded charge above the
threshold. If the hit patterns are summed over the duration of a run or several runs, the hit
probability can be plotted as a function of the tube number, as it is done in figure 7.3 for the
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Figure 7.3: Hit probability as a function of Cerenkov tube number for events triggered by the single
side trigger (a) and the coincidence trigger (b). The dots represent the data and the curves the
predictions from different MC models.

two composite triggers. Similar distributions from the different Monte Carlo generators are
superimposed for comparison. From the kinematics of the hard scattering it is expected that
the hits are uniformly distributed over all the tubes. Due to the decreasing charged track
multiplicity with pseudo-rapidity, it is naively expected that the hit probability will be larger
for the tubes in the outer layers2 than for the inner layers. Figure 7.3 shows that the opposite
is the case for the MC distribution. The tubes in the inner layers have a slightly higher hit
probability than the outer layers, a tendency that can be explained by the inner layers being
more exposed to secondary particles created in the beam pipe. A similar tendency is not seen
in the real data sample. Here the variations are simply too large to reveal any underlying
structure and as a result the agreement between MC and data is poor. A series of Kolmogorov
tests reveals that the probability that each of the MC distributions follows the same original
distribution as the data is less than 1%. To get a feeling for the size of the tube to tube
variations, the relative difference of the Monte Carlo prediction with the data are shown for
each MC generator beneath the hit distributions in figure 7.3. For events which have been
triggered by the OR trigger, the MC tends to underestimate the hit probability on the A side.
For events triggered by the coincidence trigger, the difference in overall hit probability is less

2tube number 8-15 on the A side and tube number 28-35 on the C side.
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Figure 7.4: The probability to have a certain number hits for events triggered by the single side
trigger L1 LUCID (a) and coincidence trigger L1 LUCID A C (b). The dots represent the data and the
curves the predictions from different MC models.

pronounced due to the requirement of hits on both sides. The issue of hit asymmetry between
the two LUCID modules will be addressed in greater detail later in this section. However, the
level of agreement between MC and data differs as much as 30 % from tube to tube, mostly
due to the stray magnetic field.

7.4.2 Hit multiplicity and asymmetry

The hit multiplicity is a measure of activity for a given event. An event with a high track
multiplicity will in most cases lead to a high number of hits in LUCID signifying a positive
correlation between the track multiplicity and hit multiplicity. In situations where µ ≥ 1 mul-
tiple interactions will lead to a higher track multiplicity which in turn will lead to a higher hit
multiplicity in LUCID - an effect which is essential for using LUCID as a luminosity monitor.
In fact the average hit multiplicity along with the detection efficiency are some of the main
input to the luminosity algorithms, which will be discussed later in the thesis. Figure 7.4
shows the hit multiplicity3 for events triggered by L1 LUCID and L1 LUCID A C. Because of

3The normalization is carried out so that the ordinate gives the probability for a given number of hits and
not number of entries.
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Figure 7.5: The probability to have a certain number hits for events triggered by the single side trigger
L1 LUCID (a)(b) and coincidence trigger L1 LUCID A C (c)(d). Results from real data is compared
to the PYTHIA MC09 and PHOJET predictions showing the different components: non-, single-
and double-diffractive separately. The different contributions have been scaled according to the cross
section given in table 6.2 and presented in logarithmic scale.
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the running condition under which the data was obtained (µ � 1), the two distribution are
expected to peak at low hit multiplicity. In the case of the single side trigger this indeed
seems to be the case since the distributions peak at Nhits = 1. However, in the case where a
coincidence of hits is required, the distributions do not peak at Nhits = 2 but at Nhits = 3. A
feature, which illustrates that, the coincidence trigger to a larger extent than the single side
trigger selects events with a high track multiplicity. A trivial observation perhaps but never-
theless important since beam background events will in general have a low track multiplicity
and are thereby more likely to contaminate a data sample collected by using the single side
trigger that for the coincidence trigger.
The agreement between MC and data for the two types of triggered events is best in the lower
part (Nhits ≤ 5) of the distributions. In this region the predictions from all Monte Carlo mod-
els except PYTHIA Perugia are compatible with data within three standard deviations. In
the high hit multiplicity region the majority of the MC models tend to underestimate the
hit probability with, relative deviation as much as 100%. A possible explanation for part
of the poor agreement lies in the relative composition of the total inelastic cross section,
more precisely, the ratio of diffractive to non-diffractive events and the mean multiplicity of
those events. The diffractive component of the total cross section is different for the different
Monte Carlo generators. For PYTHIA the diffractive component constitutes 38% of the cross
section whereas for PHOJET the contribution is only 19% (see table 6.2). Because of the
inelastic nature of the non-diffractive events, events generated by PHOJET will in princi-
ple have a higher hit multiplicity than events generated by PYTHIA and thereby describe
data better. Figure 7.5 shows the hit multiplicity for different event types when triggered
by the single side trigger. The increased non-diffractive components of PHOJET only leads
to a slightly better description at mid multiplicity and an overestimation at high hit mul-
tiplicity. It should be noted here that the default version of PYTHIA (MC09) used in this
study has been tuned so the non-diffractive component has a higher average track multiplic-
ity than standard PYTHIA. As a result of this, the mean of the hit multiplicity distribution
(〈N〉ORhits/pp = 2.773) is larger than for PHOJET (〈N〉ORhits/pp = 2.715) despite the smaller con-
tribution from non-diffractive events. The distributions show the same tendency for events
triggered by the coincidence trigger L1 LUCID A C where (〈N〉ANDhits/pp = 4.292) for PYTHIA

MC09 and PHOJET (〈N〉ANDhits/pp = 4.182).
By extracting the mean values of the hit distribution, one essentially obtains the mean number
of hits per detected pp collision. A related quantity is the average number of hits per bunch
crossing (BX) denoted Nhits/BX . Since not all bunch crossings contain a pp collision which is
detected by LUCID, this quantity is expected to be smaller than Nhits/pp. It is clear however
that if LUCID had a trigger efficiency of 100% then the two would coincide. The run by
run values of Nhits/BX for both LVL1 composite items are compared to the MC prediction in
figure 7.6 and table 7.3. For both triggers the run-by-run fluctuations are small and the data
points for the two data streams coincide. Some run-by-run fluctuations are expected and can
be traced back to a strong variation of beam background in the early 2010 data-taking period.
Such variation will affect the single side trigger the most due to the one sided topology of
beam gas events. An observation which is supported by the less pronounced fluctuations for
the coincidence trigger in figure 7.6(b).
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Figure 7.6: Average number of hits per bunch crossing for event triggered by the single side trigger
(a) and the coincidence trigger (b). The input to the data points is taken from two different data
stream, namely from the LUMAT card (red points) and the global ATLAS data stream (black points).
Colored bands represent predictions from PYTHIA and PHOJET including statistical errors.

NOR
hits/BX NAND

hits/BX

Data 2010

LUMAT data stream 1.764± 0.001 0.866± 0.001
ATLAS data stream 1.763± 0.001 0.867± 0.003

Model Monte Carlo

PYTHIA MC09 1.787± 0.011 0.953± 0.007
PYTHIA DW 1.945± 0.012 1.119± 0.008

PYTHIA perugia 1.432± 0.009 0.653± 0.0052
PYTHIA8 1.790± 0.011 0.953± 0.007
PHOJET 1.901± 0.012 0.940± 0.007

Table 7.3: Average number of hits per bunch crossing for events triggered by the single side trigger
and the coincidence trigger. The values for the data streams are obtained as a weighted mean of the
data points in figure 7.6.

Hit asymmetry: Since both Nhits/pp and Nhits/BX are used as inputs when calculating
the luminosity with LUCID, stability is a key issue. Any variation in the beam background
from a particular beam will lead to an asymmetry in the hit difference distribution. In such
a scenario the asymmetry will be higher for events only flagged by the single side trigger,
following the same arguments as presented above. Figure 7.7 shows the hit difference for events
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Figure 7.7: The probability to have a certain difference in hit multiplicity for events triggered by the
single side trigger (a) and the coincidence trigger (b). The dots represent the data and the curves the
predictions from different MC models.

triggered by the two composite LVL1 triggers. A feature of the MC predictions presented
in these plots is that they are generated based solely on pp collisions and do as such not
contain any contribution from beam background. This means that if a background source is
present in the data sample then the relative difference between MC and data would show this
contribution as negative values and a mean different from 0. By looking at figure 7.7 this does
indeed seem to be the case for values of |〈NA −NC〉hits/pp| > 3. However, this effect is most
likely due to the difference in response of the two modules caused by the magnetic field on
the two sides as discussed above. In fact it will be shown later in this chapter that the beam
background level in the early data-taking period was negligible and thus cannot account for
the hit asymmetry seen in figure 7.7.

7.4.3 Hit multiplicity vs. pseudo-rapidity

An extension of the study of hit asymmetry is the investigation of hit frequency for different
parts of the detector. Despite the relative low number of channels in LUCID, it is still possible
to study how the average number of hits varies as a function of pseudo-rapidity η. Since each
module only has two co-cylindrical layers, the acceptance is divided into two bins. The overall
|η| coverage of the detector is [5.4, 5.9] giving each bin a size of roughly 0.25 units in η. As
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Figure 7.8: Average number of detected hits per triggered event separated into tube layer.

demonstrated earlier, the signal in LUCID is heavily dominated by production of secondary
particles. In a pseudo-rapidity distribution only the contribution from primary particles
should ideally be included. To isolate this contribution, a threshold cut of 70 photo-electrons
has been introduced to select particles which have traversed the full length of the Cerenkov
tubes. The resulting distribution is shown in figure 7.8 where it is compared to similar Monte
Carlo distributions. When the results for the inner layer on side A are compared to the results
for the inner layer on the C side, a large discrepancy is observed. This is due to the fact that
the inner layer in side A has a dead tube which is not the case for the C side. Similarly, the
outer layer on side C has a dead tube which is not the case for the A side. As a consequence
the average hit distribution becomes asymmetric around η = 0.
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7.5 Efficiency determination

In this section the efficiency to select events at Level-1 (LVL1) with trigger items based on
the LUCID signals is determined. This efficiency is defined as:

εitem =
Events that pass the item conditions

Events with one inelastic pp collision
(7.3)

The efficiency is per definition calculated for events with one pp interaction. For MC data set,
which per construction only contains one interaction per event, one can directly calculate the
efficiency. For real data, one can only calculate the efficiency directly if the probability for
pile-up is negligible. The data used in the performance study above meets this requirement
since µ� 1 throughout the data-taking period.

7.5.1 Online trigger selection

The online selection of events is based on the information available to the CTP before any
level 1 trigger decision is taken. During the early 2010 running period, LUCID (see section
7.2) in combination with the MBTS and BPTX were the main minimum bias triggers for
ATLAS and are therefore the primary input used to calculate the luminosity both online
and offline. The relevant MBTS and LUCID trigger items are listed in tables 7.4 and 6.4
respectively.

Trigger Item Required Logic

L1 MBTS 1 Col (MBTS A OR MBTS C) & (BPTX0 & BPTX1)
L1 MBTS 1 1 Col (MBTS A & MBTS C) & (BPTX0 & BPTX1)

Table 7.4: Level-1 trigger items for MBTS.

The LVL1 LUCID trigger items used here and in the previous section are identical to the
ones used in the simulation with the additional requirement of a BPTX coincidence as for the
MBTS triggers. The number of events passing these trigger requirements are counted with
scalars and the results stored to the condition database (COOL).

ATLAS BPTX The main task of the ATLAS BPTX detectors [91] is to trigger on filled
bunches. To do so, the BPTX signals are discriminated and shaped into 25 ns long pulses,
which are fed into the CTP. The filled bunch trigger will enable the trigger system to know at
which clock ticks there were particle bunches in the interaction region from either beam. In
this study, the BPTX signals have been combined in coincidence with other triggers to form
a veto against non-colliding bunches.

MBTS The MBTS provides 32 input signals to the CTP. Each signal pulse is 200 ns
long and the total MBTS multiplicity is calculated in the CTP. The MBTS multiplicity is
calculated for each side independently, which makes it possible to request a minimum number
of hits on each side. From such information two trigger items are formed: L1 MBTS 1 and
L1 MBTS 1 1 , both requiring a coincidence with a L1 BPTX signal from at least one side.
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Figure 7.9: The total energy spectrum of the MBTS.

The nominal electronic threshold used to define a hit is set to 0.26 pC. Figure 7.9 shows the
energy spectrum of the MBTS summed up over all the 32 tiles.
Table 7.4 lists the trigger requirements needed to form the MBTS items. The first item
demands at least one MBTS hit, the second at least one MBTS hit on each side. The name
extension ” Col” signifies that both BPTX signals are required in coincidence. Note also that
due to the pulse length and given the fact that the time of flight from the MBTS station on
side A to the station on side C is ∼ 20 ns, a MBTS coincidence by itself does not necessarily
mean that the hit time is produced by a with collision-like events. Requiring a coincidence
with the BPTX system for the same event will remedy this effect.

7.5.2 Efficiency determination from Monte Carlo events

The MC samples used to calculate the efficiency are those described in Section 7.1.2. The
samples are divided into groups of events according to the different components of the inelastic
cross section: non-, single- and double-diffractive. Since the probability of pile-up events is
negligible, the efficiency for a mixture of inelastic events is given by:

ε =
∑

i=ND,SD,DD

εi · wi, where wi = ni ·
( ∑
i=ND,SD,DD

ni

)−1
(7.4)

where εi and ni are the efficiency and the number of events for sample i.
The efficiencies have been calculated for the main MBTS and LUCID items using the nominal
electronic thresholds and the values are presented in table 7.5.

7.5.3 Data driven efficiency determination

Besides determining the trigger efficiencies using Monte Carlo simulations, it is also possible
to determine the efficiencies using input from real data. This is typically done by calculating
the relative efficiency from a data sample that has been selected by another detector. The
advantage of this approach is that it is possible to move the dependence on the MC simulation
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Trigger Item εND εSD εDD εINEL

L1 MBTS 1 Col 1.000 0.704 0.847 0.924
L1 MBTS 1 1 Col 0.986 0.394 0.466 0.801

L1 LUCID A (Col) 0.547 0.149 0.217 0.432
L1 LUCID C (Col) 0.548 0.150 0.217 0.434
L1 LUCID (Col) 0.790 0.286 0.391 0.647
L1 LUCID A C (Col) 0.306 0.013 0.042 0.220

Table 7.5: Level-1 MBTS and LUCID item efficiencies as determined with PYTHIA MC09 Monte
Carlo simulations at

√
s = 7 TeV. The statistical error on all efficiencies is smaller than 10−3.

from the detector system in question to another detector system. In the following two methods
will be used to extract the LUCID trigger efficiencies using data driven methods.

Method 1 - Using correlations estimated with Monte Carlo

From a data sample selected by a given trigger item, the trigger efficiency of another trigger
item can be extracted provided that the two items under consideration have a sizable overlap
and that the conditional efficiency between the two items is known. Under these conditions
we have:

εitem1 =
nitem1

N
(7.5)

εitem2 =
nitem2

N
(7.6)

ε(item1 | item2) =
n(item1 & item2)

nitem2
(7.7)

ε(item2 | item1) =
n(item1 & item2)

nitem1
(7.8)

εitem1 = ε(item1 | item2) ·
εitem2

ε(item2 | item1)
(7.9)

where nitem1, nitem1 are the number of events selected by item1 and item2, respectively. The
total number of inelastic collisions produced during the data-taking period is denoted N , the
conditional efficiency of item1 with respect to item2 is written ε(item1 | item2) and the number
of events with both item1 and item2 fireing, is written n(item1 & item2). In the situation where
data sample selected by item1 is fully contained into the one selected by item2, equation 7.9
simplifies to εitem1 = ε(item1 | item2) · εitem2. In this case εitem1 can be estimated from data if
εitem2 is known.
This method is used to estimate the L1 LUCID X trigger efficiencies from a data sample
selected with the L1 MBTS 1 1 Col trigger. An unbiased data sample containing about 6.5
million events have been selected online using only the L1 BPTX trigger. Applying the require-
ments of the MBTS reduces the data sample to 2.2× 106 events from which the conditional
efficiency of the LUCID trigger items with respect to the L1 MBTS 1 1 Col can be calculated
using equation 7.8:

ε(L1 LUCID X | L1 MBTS 1 1 Col) =
n(L1 LUCID X & L1 MBTS 1 1 Col)

n L1 MBTS 1 1 Col
(7.10)
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In order to extract εL1 LUCID X from this equation, εL1 MBTS 1 1 Col and the conditional efficiency
between L1 MBTS 1 1 Col and L1 LUCID X must be known. Since the data sample contains
events that have been selected by the MBTS trigger it will not be possible to extract these
quantities using data. As a consequence the only option is to use MC. Table 7.5 shows the
results for εL1 MBTS 1 1 Col. To evaluate the systematic uncertainty introduced by relying on
MC simulation to estimate the εL1 MBTS 1 1 Col efficiency the trigger has been varied around
the nominal threshold of 0.26 pC. The looser configuration requires a cut of 20 pC while the
tighter configuration a cut of 30 pC. The variation in the efficiency to inelastic pp collisions
is within 2%
By using equation 7.9 the expression for εL1 LUCID X can be found as:

εL1 LUCID X =
ε(L1 LUCID X | L1 MBTS 1 1 Col)

ε(L1 MBTS 1 1 Col | L1 LUCID X)
· εL1 MBTS 1 1 Col (7.11)

The results for the conditional efficiencies between L1 LUCID X and L1 MBTS 1 1 Col are
shown in table 7.6 along with the results for εL1 LUCID X.

Method 2 - Using uncorrelated triggers

Starting from the same sample as for method 1 the trigger efficiency of a given item (item1)
can then be found by comparing the number of events selected by a LUCID trigger and a
complementary one (item2). There are no requirements on the complementary trigger other
than that is should have a known efficiency. The main assumption in this method is that the
two triggers are completely uncorrelated. Under this hypothesis the conditional efficiency of
item1 and item2 reduces to ε(item1 | item2) = εitem1 and the efficiency of item1 can be calculated
from the raw trigger counts. Assuming that the efficiency of item2 can be estimated with a
Monte Carlo simulation and that the simulation correctly describes the different components
of the inelastic cross section, it follows that:

εitem1 =
nitem1

nitem2
· εitem2 (7.12)

Taking L1 LUCID X as item1 and L1 MBTS 1 1 Col as item2 eq. 7.12 becomes

εL1 LUCID X =
nL1 LUCID X

nL1 MBTS 1 1 Col
· εL1 MBTS 1 1 Col (7.13)

By inserting the number of triggers found for L1 LUCID X and L1 MBTS 1 1 in the BPTX
dataset and the L1 MBTS 1 1 Col efficiency from table 7.5 the efficiency of the LUCID items
has been calculated and are given in table 7.6.
A further assumption in this method is that both triggers are insensitive to beam background
(an assumption which will be tested in the next section).

7.5.4 Efficiency and systematic uncertainty

Identification of sources of systematic uncertainty in the determination of efficiency is essential
since the uncertainties propagate directly to the luminosity measurement. Especially at low
µ the total systematic error on the luminosity measurement is dominated by the systematic
uncertainties from the efficiency determination.
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Method 1

L1 LUCID X : L1 LUCID A L1 LUCID C L1 LUCID L1 LUCID A C

ε(L1 LUCID X | L1 MBTS 1 1 Col) 0.487 0.458 0.708 0.237

ε(L1 MBTS 1 1 Col | L1 LUCID X) 0.961 0.963 0.892 0.995

εL1 LUCID X 0.407 0.382 0.638 0.191

Method 2

L1 LUCID X : L1 LUCID A L1 LUCID C L1 LUCID L1 LUCID A C

εL1 LUCID X 0.420 0.394 0.664 0.193

Table 7.6: LUCID Level 1 trigger efficiencies calculated using the two data driven methods. The
statistical error on all efficiencies is smaller than 10−3.

Monte Carlo

Generator εL1 LUCID A εL1 LUCID A εL1 LUCID εL1 LUCID A C

PYTHIA MC09 0.433± 0.003 0.434± 0.003 0.647± 0.002 0.220± 0.002
PYTHIA DW 0.441± 0.003 0.445± 0.003 0.647± 0.002 0.237± 0.002

PYTHIA perugia 0.373± 0.002 0.376± 0.002 0.585± 0.003 0.164± 0.002
PYTHIA8 0.432± 0.003 0.441± 0.003 0.649± 0.002 0.224± 0.002
PHOJET 0.462± 0.003 0.460± 0.003 0.699± 0.002 0.223± 0.002

Table 7.7: Level-1 LUCID item efficiencies as determined from different Monte Carlo generators and
models at

√
s = 7 TeV.

In the efficiency estimate, three major sources of systematic effects have been explored:

• The modeling of the pp inelastic interaction by the MC generators. Several PYTHIA
tunes and PHOJET have been employed to study the dependency of the trigger efficien-
cies on the Monte Carlo models (see table 7.7). Based on the comparison between MC
and data conducted earlier in this chapter, no clear conclusion can be drawn regarding
which MC model describes data the best. As a consequence, no MC prediction can be
ruled out and all models have to be taken in account on an equal footing. However,
since the PYTHIA Perugia tunes does not described data well, it has been excluded
from the evaluation of systematic uncertainties form the MC model. Hence the sys-
tematic uncertainty stemming from the uncertainty in the MC model is taken to be
the maximum difference between any two models. For the single side trigger and the
coincidence trigger this uncertainty is thus evaluated to be 7% and 8% respectively.
Likewise for the L1 LUCID A and L1 LUCID C items the uncertainty is estimated to be
6%.

• The description of the detector in the simulation. To evaluate to which extent the effi-
ciency estimate is sensitive to the inaccuracy of the detector simulation, the efficiency
has been recalculated with a modified simulation (see section 6.5 for details). Only
systematic effects that lead to a shift in the signal amplitude are relevant for the effi-
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Figure 7.10: (top) Variation of the trigger efficiency for the single side trigger (a) and the coincidence
trigger (b) as a function of the PMT threshold for different Monte Carlo generators. (bottom) Ratio
of the PYTHIA MC09 predictions to the predictions from other MC generators.

ciency determination. The different contributions from the simulation and digitization
are summed up in quadrature and the total error is estimated to be 5% and 6% for
L1 LUCID and L1 LUCID A C . Likewise for the L1 LUCID A and L1 LUCID C items the
uncertainty is estimated to be 6%.
An additional source of systematic uncertainty is the precision to which the recorded
charge in the PMTs is known. With the current hardware configuration of LUCID,
one is expected to know the recorded charge with a precision of 1 photo-electron. It
can be seen from figure 7.10 that the trigger efficiencies decrease as a function of the
PMTs threshold cut as expected. The systematic uncertainty arising from the precision
of the charge measurement is taken to be the variation in trigger efficiency when the
PMT threshold is changed by ±2 photo-electrons around the nominal threshold of 15
photo-electrons. From the tables in appendix A these values can be extracted as 1.1%
and 0.9% for the single side and coincidence trigger respectively and 1% for L1 LUCID A
and L1 LUCID C.

• The method used to extract the efficiency. In order to explore possible biases in the effi-
ciency determination introduced by the method used, the efficiency has been estimated
with three independent approaches based on MC and data (section 7.5.3).
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Figure 7.11: The rate of beam background events compared to the trigger rate bunch crossings
triggered by the L1 MBTS 1 1 Col (a) and L1 LUCID trigger items. Both rates are plotted as a function
of luminosity block number.

Of the three sources of systematic error mentioned above the first two are only relevant to
the MC estimate of the trigger efficiencies. For the data driven methods the only relevant
source of systematic uncertainty are the one which arises from the MBTS simulation. This
contribution to the systematic uncertainty was studied above and in [92] and was estimated to
be 5% and 1% for the single side and coincidence trigger respectively and 3% for L1 LUCID A
and L1 LUCID C.

7.6 Background determination and final results

Non-colliding bunches were used in order to evaluate the background from beam-halo and
beam-gas interactions. It was assumed that these reproduce well the background in the
colliding bunches. For each run, the filling scheme was used to locate the non-colliding BCIDs
and the respective beam currents were used to weigh the contribution to the background from
these bunches.
The way to extract the beam induced background (BB) from the LVL1 trigger rate in the
case of LUCID and MBTS is the same. In both cases the activity in all unpaired bunches
(∆) is summed up and divided by the number of non-colliding bunches to give the average
level of beam background in the colliding bunches:

∆L1 X = L1 X UNPAIRED (7.14)

〈BB〉bunch =
∆L1 X

Nunpaired
(7.15)

〈BB〉L1 X Col = 〈BB〉bunch ·Npaired (7.16)
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〈BB〉bunch is here the average BB per bunch, Nunpaired (Npaired) is the total number of un-
paired (paired) bunches and L1 X denotes either the number of L1 LUCID X or L1 MBTS 1 1
triggers. Figures 7.11(a) and 7.11(b) show the rate of 〈BB〉L1 MBTS 1 1 and 〈BB〉L1 LUCID as a
function of the luminosity block number for a specific run. Superimposed in the same figures
are the trigger rates4 of the original item for comparison. The total beam background con-
tribution to a specific trigger can be obtained by integrating 〈BB〉 over the entire run and
dividing by the total integrated trigger rate. For L1 MBTS 1 1 Col, the background contri-
bution was at the order of 0.06 % while for the LUCID items the background level was 0.04
% for the single side trigger and 0.03% for L1 LUCID A and L1 LUCID C . The coincidence
trigger for LUCID was background free. This method can be applied both online using the
trigger counters and offline. Offline one can also require the MBTS timing cut |∆tAC | < 10
ns to further clean up the L1 MBTS 1 1 Col sample. This allows for a further reduction of the
beam background to practically zero for the offline luminosity calculation and gives the pos-
sibility to estimate the accuracy obtained of the background caculation online. If the offline
MBTS timing cut is included along with the background estimates, the formula to calculate
the L1 LUCID X efficiencies using method 2 becomes:

εL1 LUCID X =
nL1 LUCID X(1− αbckL1 LUCID X) · εMBTS−timing

nL1 MBTS 1 1 Col(1− αbckL1 MBTS 1 1 Col)
· εL1 MBTS 1 1 Col (7.17)

where αbck is the fraction of beam background in a given run and εMBTS−timing is the effi-
ciency of the MBTS timing cut which is found by MC to be 0.986.

The final background subtracted trigger efficiencies are given in table 7.8 and compared to
Monte Carlo predictions in figure 7.13. From figure 7.12 it can be seen that both composite
LVL1 items for LUCID remain very stable during the course of a run.

The average value of the results obtained with the MC simulation has been chosen as a

Data 2010

Method εL1 LUCID A εL1 LUCID C εL1 LUCID εL1 LUCID A C

Method 1 0.4071± 0.0006 0.3825± 0.0006 0.6381± 0.0006 0.1912± 0.0005
Method 2 0.4203± 0.0007 0.3947± 0.0007 0.6647± 0.0006 0.1938± 0.0005

Table 7.8: Level-1 LUCID item efficiencies as determined by the data driven methods. The number
presented here includes corrections for the MBTS timing cut and the beam background.

reference for the trigger efficiencies. The results obtained with method 1 and method 2 are
used as cross checks to assess the systematic uncertainty by extracting the efficiencies with
different methods. In summary, the efficiencies for selecting pp inelastic collisions with the
L1 LUCID X trigger items are listed in table 7.9.

4the rates shown in the figures are corrected for fluctuations in the length of the luminosity block.
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Figure 7.12: Level 1 trigger efficiencies for items L1 LUCID (a) and L1 LUCID A C (b) as a function
of luminosity block number.

Table 7.9: Reference efficiencies for the LUCID LVL1 items.

εL1 LUCID A = 0.433± 0.003(stat.)± 0.026(MC model)± 0.025(sim.)± 0.014(method)
εL1 LUCID C = 0.434± 0.003(stat.)± 0.026(MC model)± 0.025(sim.)± 0.014(method)
εL1 LUCID = 0.647± 0.002(stat.)± 0.047(MC model)± 0.030(sim.)± 0.029(method)

εL1 LUCID A C = 0.220± 0.002(stat.)± 0.018(MC model)± 0.014(sim.)± 0.003(method)

7.7 Conclusion

An important step in the validation process of the LUCID Monte Carlo description is the
comparison of simulated data to real data. Any discrepancies here will lead to the wrong
results when the Monte Carlo program is later used to predict the luminosity in various
scenarios. It is therefore crucial that any differences are tracked down and identified, in order
to improve the precision of the luminosity determination.
The performance of LUCID is addressed in this chapter by comparing results from the early
2010 data-taking period to predictions from simulations. It can be concluded from these
comparisons that the simulation of LUCID in general describes data well. Discrepancies are
seen at the level of the collected charge distributions. These discrepancies are not consistent
between the two sides of LUCID and can be attributed to the presences of a stray magnetic
field which is stronger on C side than on the A side.
By comparing the different types of hit multiplicity distributions in data to the predictions
from various Monte Carlo models is can be concluded that the agreement between MC and
data for the two types of triggered events is best in the lower part of the distributions. No
firm conclusion can be drawn from these results, expect that the Perugia tune of PYTHIA
seem to describe the situation in real data less well than the other tunes
The detection efficiency for LUCID is determined in the last part of the chapter. Several
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Figure 7.13: LUCID trigger efficiencies for events triggered by L1 LUCID A (a) and L1 LUCID C (b)
and the single side trigger (c) and the coincidence trigger (d). The recorded data used to produce the
data points are taken from two different data streams, namely from the LUMAT card (red points) and
the global ATLAS data stream (black points). Colored bands represent predictions from PYTHIA and
PHOJET including statistical errors.

methods using different techniques have been described and the results for each method has
been presented. In the efficiency estimate, three major sources of systematic effects have
been explored. It can be concluded that the two main contributions to the total systematic
uncertainty comes from the modeling of the hard scattering in the various Monte Carlo
generators and from the simulation of the LUCID detector.





Part IV

Luminosity Determination



Chapter 8

Performance Study of Luminosity
Algorithms in ATLAS

8.1 Introduction

As mentioned in section 4.4, the purpose of a relative luminosity monitor, once calibrated, is
to extrapolate the absolute measurement during the calibration to any luminosity scenario.
The way that this is done is to measure the rate of inelastic interactions at the calibration
point and then by means of dedicated algorithms, predict the interaction rate at another
luminosity (Rinel = g(L)). As a result, values of the luminosity are obtained from the rate
of inelastic interactions measured by the luminosity monitor. This means that when the lu-
minosity monitor is operated under normal running conditions, where the luminosity is to
be determined, one simply measures the rate of inelastic interactions in the luminosity mon-
itor and by inverting g finds L (= g−1(Rinel)). Although the principles behind the use of
luminosity algorithms to extract the luminosity might be simple, the actual implementations
introduce a list of issues, which must be dealt with in order to obtain a precise result. Among
such issues is the ability of the different luminosity algorithms to precisely predict L from
Rinel as measured by the luminosity monitor for a known luminosity. Complications might
furthermore arise since the functional relationship between Rinel and L are of such a mathe-
matical nature that an inversion only can be done numerically. Finally, detector related effects
can distort the relationship between the measured values of Rinel and L. These issues will
be addressed in the following section with the example of LUCID as the luminosity monitor.
For similar studies of other luminosity monitors see [93].

For most purposes, it is easier to study the average number of inelastic interactions per bunch
crossing µ instead of Rinel

1. The relationship between the two quantities are Rinel = µ · fBX
where fBX is the bunch crossing rate (which can be calculated as fBX= number of filled
bunch crossings/3564 · 40 MHz). The problem of luminosity determination can then be re-
garded as the attempt to obtain the true value of µ (µtrue) by measuring the average number

1since µ is independent of the specific bunch filling scheme of the LHC.
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of inelastic interactions per bunch crossing (µmeas):

L =
µtrue · fBX

σinel
=

µmeas · fBX
Ainel · εinel · σinel

= κ−1
cal · µmeas = κ

′−1
cal ·Rmeasinel (8.1)

where κcal is a calibration constant.

If there is no pileup, i.e. µ � 1, the rate measured by the luminosity monitor is directly
proportional to the true rate of inelastic events. Or in other words, the measured number
of inelastic interactions is equal to the true number (µtrue = µmeas). It is easy to see that
this cannot always be the case if there are several interactions per bunch crossings. For in-
stance if LUCID were only used to count events with at least one tube signal above the PMT
threshold (so-called event counting). A situation will arise where LUCID detects one such
event for each bunch crossing at high values of µ. Increasing µ will therefore not lead to
an increase in the event rate, rendering such a method less useful at high luminosity. This
type of effects which causes the event rate detected in the luminosity monitor to saturate is
called saturation effects. The problems with saturation is that it tends to affect the lumi-
nosity measurement long before the event rate completely saturates, by distorting the linear
relationship between µmeas and µtrue. One way to minimize saturation effects is to derive
a method in which the number of hits per bunch crossing is used to determine µ (so-called
hit counting). This method also suffers from saturation effects when the number of hits
gets close to the maximal number of channels in the detector. However, this happens at a
higher value of µ than for the event counting methods.
Another type of detector related effects which potentially can affect the linear relationship
between µmeas and µtrue is called the migration effect. This problem is caused by the fact
that the LUCID pulse-height spectrum is more or less continuous instead of having only a
well defined peak for particles from the interaction point, as shown in chapter 6. Migration
is combinatorial in nature and arise in LUCID at high µ when many small signals from sec-
ondary particles combine to form a signal in one tube above the PMT threshold. When the
number of interactions per bunch crossing increases the probability also increases that two
or more secondary particles will give a combined signal that is above the threshold value.
Low signal particles are in this way said to migrate from the lower part of the pulse-height
spectrum to higher values. While saturation effects tend to underestimate the value of µtrue,
migration tends to overestimate µtrue.

To summarize, for LUCID two different classes of methods, each based on separate counting
rates, can be used to extract µtrue:

Event counting : The fraction of events with a least one hit is used to estimate µtrue;

Hit counting : The number of hits per event are used to estimate µtrue.

A third counting method exists in which the number of detected particles per bunch crossing
is used to estimate µtrue. This method is called particle counting and it has the advantage
that it essentially removes the saturation effect from the luminosity determination. Particle
counting relies on the assumption that all particle within the acceptance of LUCID can be
successfully detected which is for most cases not true. This method furthermore give rise
to new effects which potentially could alter the linearity in equation 8.1 in the same way as
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saturation and migration effects does. Due to technical difficulties it has not been possible
to implement particle counting in the LUCID electronics and it is therefore only mentioned
here for completeness.

In the current version only two classes of luminosity algorithms have been implemented in the
LUMAT card firmware. These algorithms are based on the event and hit counting methods
and are implemented in such a way that they can be used online as well as offline. The main
purpose of the present chapter is to study how saturation and migration effects will affect the
measurement of µ when different luminosity algorithms are utilized. It will be shown that the
simple assumption of linearity (µtrue = k′LUCID · RLUCID) does not hold for all values of µ.
New expressions will therefore be developed where µtrue is expressed as more complex func-
tions of RLUCID i.e. µtrue = f(µLUCID) = F (RLUCID). It will also be shown that empirical
expressions for these functions can be determined from simulated data.

In section 8.6 a novel method of measuring luminosity will be discussed. This algorithm
uses the shape of the hit multiplicity spectrum for µ� 1 to extract the luminosity for higher
values of µ. Based on data taken by LUCID, under special conditions where µ � 1, the hit
multiplicity distribution can be constructed for events where only a single interaction took
place. This distribution will then be used to construct so called reference distribution for
known values of µ and by comparing these to the distribution for an unknown value of µ, the
true value of µ can be extracted. The advantage with this type of luminosity algorithm is
that it preserves the linearity of equation 8.1 and the need for Monte Carlo input disappears.
However, due to the nature of the algorithm, it can only be used offline and only for high
values of µ (µ ≥ 0.5)

The analysis performed in the following sections is to a certain extent based on the ideas
presented in [77].

8.1.1 Data samples

The study performed in the following sections is based on a simulated data sample consisting
of 200k inelastic pp collisions. Just as in the previous chapters, the event composition in terms
of non-, single- and double-diffractive samples are made to match the cross sections at 7 TeV
presented in table 6.2. Different Monte Carlo generator have been used to study the effect
of model dependence on the luminosity measurement (see section 8.7 ) but the main study is
carried out using a full simulation of the ATLAS detector based on the PYTHIA generator
with the ATLAS MC09 tune.
The study presented here makes use of two separate data taking scenarios called the calibra-
tion and measurement scenario:

Calibration scenario : The calibration scenario describes the running conditions when
the luminosity is at the order of ∼ 1027cm−2s−1. Under these conditions it can be
assumed that µ � 1 which means that the probability for having multiple collisions
per bunch crossing is negligible (∼ O(10−6)). As a result, the samples taken in the
calibration scenario can be assumed to have one and only one pp interaction per event.
An example of a set of running conditions which matches the calibration scenario is the
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early data taking period in 2010 as described in chapter 7. This means that any result
needed from the calibration scenario in this study can be taken directly from the result
presented in the performance study.

Measurement scenario : The measurement scenario resembles the running conditions,
i.e, it can no longer be assumed that µ� 1. The measurements scenario is in this sense
just another word for normal running of the ATLAS detector at an unknown value of
µ. For Monte Carlo studies, data samples from the the measurement scenarios can be
built by overlapping single pp interactions events according to Poisson statistics2:

Pµ(n) =
∞∑
n=0

µne−µ

n!
(8.2)

where Pµ(n) is the probability to have n interactions in a BX, when the average number
of interactions per BX is µ. Using this technique the response of a detector to any
interaction rate can be measured. In this situation the way of the luminosity algorithms
can be studied by comparing the measured number of pp interactions per event (µmeas)
to the true number of pp interactions per event (µtrue).

8.2 Simulation of high luminosity events

The measurement samples are built by randomly overlapping single pp interactions accord-
ing to Poissonian distributions. The overlap is performed by summing up the number of
photo-electrons from the different interactions on a tube-by-tube basis. The photo-electron
distribution for µ = 1 and µ = 10 are shown in figure 8.1. A noticeable feature of these plots
is that while the peaks from primary particles are present in the µ = 1 spectrum they are
no longer present in the spectrum for µ = 10. Due to an increased track multiplicity, the
combinatorial background from secondaries crossing the tubes at large angles, hides the peaks
from primary particles (migration effect).
In this study, a total of 43 data samples have been built in the measurement scenario to cover
the range from µ = 0.01 to µ = 25. Depending on the LHC bunch filling scheme, this corre-
sponds to an instantaneous luminosity in the range of L = 1030cm−2s−1 to 1034cm−2s−1 if
the nominal filling scheme is used, or a luminosity range of L = 1027cm−2s−1 to 1031cm−2s−1

if only a single colliding bunch is filled.

8.3 Counting methods

An integral part of any algorithm used to determine luminosity with LUCID is counting
methods as opposed to for example energy measurements by a calorimeter. As hinted in the
introduction to this chapter, the counting method determines what detector related quantity
is used to extract the average number of pp interactions per event. Common for the two

2We recall here that the two hypotheses which define a Poisson distributed process are:

• The rate at which particles occur over the time must be constant throughout;

• The particles must arrive independently of one another.
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Figure 8.1: photo-electron yield from different measurement scenarios.

counting methods presented in this chapter is that they can be operated in two different de-
tection modes - single side mode and coincidence mode also called ”OR” and ”AND” mode.
In the event counting method, the rate of detected events is used to extract µ. In single
side mode an event is said to be detected if it has at least one hit in either one of the two
LUCID modules. The quantity to be estimated in this case is the probability to detect an
event in the single side mode per BX: PORhits/BX . In coincidence mode, events are detected
when there is at least one hit in each module. The quantity to be measured in this case is the
probability to detect an event in the coincidence mode per BX: PANDhits/BX . Both PORhits/BX and

PANDhits/BX can be estimated from the average number of ”OR” and ”AND” events per bunch

crossing (POR,ANDhits/BX =
NOR,AND
evt
NBX

).
With the hit counting method the total number of hits per event is used to extract µ.
In single side mode all hits of the detector are counted in events that have at least one hit
somewhere. The quantity to be measured in this method is the total number of hits per BX:
NOR
hits/BX . In coincidence mode all hits of the detector are used in events that have at least

one hit in each module. The quantity to be measured in this case is again the total number of
hits per BX: NAND

hits/BX . A method which is statistically equivalent to event counting is called

zero counting and consists of counting empty events (P0/BX) rather than those with hits
(Phits/BX). Just like event counting which methods saturates at high luminosities, the zero
counting method has a similar problem, namely that the rate of empty events essentially is
zero at high µ. At design luminosity (L = 1034cm−2s−1), the average number of pp interac-
tions per event is 25, which implies a rate of empty events of e−25×40MHz = 5.6×10−4Hz(40
MHz is the crossing rate). The different counting methods are summarized in table 8.13.
Figure 8.2 shows the full hit distributions for the event counting method at µ = 1 and µ = 10.
The fact that the track multiplicity is significantly larger at µ = 10 than at µ = 1 causes
the hit distribution at µ = 10 to become almost identical for the two detection modes.
The average number of hits per event in single side mode is reported in table 8.2 for all the

3Note that hit counting is equivalent to event counting with a detector with only a single hit.
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Measured quantity : ∆(µ) Side A Side C Name

Nhits ≥ 1 Nhits ≥ 1
PORhits/BX(µ) Nhits = 0 Nhits ≥ 1 Event counting ”OR”

Nhits ≥ 1 Nhits = 0

PANDhits/BX(µ) Nhits ≥ 1 Nhits ≥ 1 Event counting ”AND”

Nhits = 0 Nhits = 0
POR0/BX(µ) = 1− PANDhits/BX(µ) Nhits = 0 Nhits ≥ 1 Zero counting ”OR”

Nhits ≥ 1 Nhits = 0

PAND0/BX(µ) = 1− PORhits/BX(µ) Nhits = 0 Nhits = 0 Zero counting ”AND”

Nhits ≥ 1 Nhits ≥ 1
NOR
hits/BX(µ) Nhits = 0 Nhits ≥ 1 Hits counting ”OR”

Nhits ≥ 1 Nhits = 0

NAND
hits/BX(µ) Nhits ≥ 0 Nhits ≥ 1 Hits counting ”OR”

Table 8.1: Counting methods. The µ dependence label will be suppressed in what follows to avoid
cumbersome notation.
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Figure 8.2: Hit distributions with a 15 p.e. threshold for different measurement scenarios.

measurement samples.
A set of quantities which will be heavily used in the derivation of the luminosity algorithms
in the next sections are detection efficiencies of LUCID and the average number of hits per
bunch crossing. These values have already been determined in chapter 7 since the single
side mode is operationally equivalent to the L1 LUCID LVL1 trigger item and the coincidence
mode is operationally equivalent to the L1 LUCID A C LVL1 trigger item. This type of as-
sumption holds only if the pre-scale and dead time of the trigger system are taken into account
when calculating the efficiencies and average multiplicities, which was the case for the result
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µ NOR
hits/BX (thr. = 15 p.e) µ NOR

hits/BX (thr. = 15 p.e)

0.01 0.017± 0.001 5.00 8.151± 0.043
0.02 0.036± 0.001 6.00 9.607± 0.055
0.03 0.053± 0.001 7.00 11.032± 0.068
0.04 0.074± 0.001 8.00 12.255± 0.080
0.05 0.087± 0.001 9.00 13.451± 0.094
0.06 0.111± 0.001 10.00 14.662± 0.107
0.07 0.126± 0.001 11.00 15.680± 0.120
0.08 0.145± 0.001 12.00 16.746± 0.134
0.09 0.162± 0.001 13.00 17.721± 0.147
0.1 0.182± 0.001 14.00 18.522± 0.159
0.2 0.360± 0.002 15.00 19.494± 0.173
0.3 0.534± 0.002 16.00 20.284± 0.186
0.4 0.716± 0.002 17.00 21.010± 0.198
0.5 0.902± 0.003 18.00 21.659± 0.210
0.6 1.073± 0.003 19.00 22.286± 0.222
0.7 1.255± 0.004 20.00 22.889± 0.234
0.8 1.422± 0.004 21.00 23.511± 0.246
0.9 1.605± 0.005 22.00 23.972± 0.257
1.0 1.777± 0.005 23.00 24.495± 0.268
2.0 3.496± 0.013 24.00 24.976± 0.279
3.0 5.136± 0.022 25.00 25.357± 0.289
4.0 6.705± 0.032

Table 8.2: Average number of hits per event in single side mode for 0.01 ≤ µ ≤ 25.

presented in chapter 7.

8.4 Online Algorithms : The combinatorial model

With the combinatorial model, the measured quantity (∆) for each counting method in table
8.1, is computed analytically as a function of µ from probability considerations and is denoted
∆comb(µ). Since not all detector related effects, i.e. migration, can be incorporated in the
model the actual measured curve for ∆ will deviate from the predicted one: ∆comb(µ) 6=
∆meas(µ) as illustrated in figure 8.3. From the figure its seen that the following should in
principle hold:

∆meas(µtrue) = ∆comb(µmeas) (8.3)

∆−1
comb(∆meas(µtrue)) = µmeas (8.4)

However, because of the inherent difference between ∆comb(µ) and ∆meas(µ), µmeas will devi-
ate from µtrue and the level of deviation will depend on how realistic the combinatorial model
is. The study of these differences is at the center of the performance study presented in this
chapter and is carried out by comparing the measured value of µ to the true value for each
measurement sample.
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Figure 8.3: Illustration of the potential difference between ∆comb and ∆meas as a function µ.

8.4.1 Probability functions

The first step in the derivation of ∆comb(µ) for event counting methods, is to derive the prob-
ability functions for the different event types. In this process it proves useful to define a set
of exclusive probabilities (see table 8.3) which are related to the inclusive efficiencies defined
in chapter 7.

Table 8.3: Definition of exclusive efficiencies and their relation to the inclusive efficiencies.

P00 : The probability of not detecting an interaction in either A or C = 1− εOR
P11 : The probability of detecting an interaction in both modules = εAND
P10 : The probability of detecting an interaction in A, but not in C = εA − εAND
P01 : The probability of detecting an interaction in C, but not in A = εC − εAND

The reason why the word probability and not efficiency is used in this connection, is that the
latter is reserved for the situation where the number of interactions per bunch crossing is
exactly 1.
To generalize the exclusive probabilities to bunch crossings with multiple interactions, one
needs to assumed that the single interaction efficiencies do not change when several interac-
tions occur in the same bunch crossing. Under this general assumption one can, for instance,
calculate the probability function for not detecting a bunch crossing with exactly n interac-
tions:

P00(n) = Pn00 = (1− εOR)n (8.5)

In reality this assumption is not completely true due to migration effects. Since the defini-
tion of a hit depends on the fixed PMT discriminator threshold, the probability to detect i
interactions in an event with n interactions is smaller than the probability to detect i + 1
interactions. The migration effects will not be included in the derivation of the counting



134 Performance Study of Luminosity Algorithms in ATLAS

methods, however is will become clear in the following sections, that this is only valid as a
first approximation.
If we now assume that n is Poissonian distributed with a mean of µ we get4

P00(µ) =

∞∑
n=0

(1− εOR)n
e−µµn

n!
= e−εORµ (8.6)

8.4.2 Event counting : single side mode (”OR” mode)

The selected events in single side mode have at least one hit in a detector module (side A or
side C). The event rate PORhits/BX for this type of events can be written as

PORhits/BX = 1− PAND0/BX = 1− P00(µ) = 1− e−εORµ (8.7)

The expression for PORhits/BX as a function of µ is easy to invert analytically:

µ = −
ln(1− PORhits/BX)

εOR
(8.8)

thus giving the possibility of extracting µ from a measurement of PORhits/BX .

The measured values of µ as a function of µtrue are plotted in figure 8.4. A linear fit to
the values of µmeas from the combinatorial model shows that they are statistical compatible
with the true value in the range from 0 to 8. This means that event counting in single side
mode using the combinatorial model is expected to provide reliable values of the luminosity in
this range. In the region above µtrue > 8 combinatorial model overestimates the values of µ.
Since saturation effects is incorporated in the model, the overestimation can in principle only
come from migration effects. However, fluctuations in the values of PORhits/BX due to limited
MC statistics, will close to the logarithmic pole of equation 8.8 lead to large variations in
µmeas which is also seen in figure 8.4. Such fluctuations can in principle only be decreased by
increasing the size of the MC data sample significantly which has not been possible for this
study.

Linear approximation

A Taylor expansion of the logarithm in equation 8.8 gives

ln
(

1− PORhits/BX
)

= −
∞∑
n=1

(PORhits/BX)n

n
(8.9)

To first order in the expansion µ is proportional to the rate of detected events (PORhits/BX):

µ ≈
PORhits/BX

εOR
(8.10)

4using the Maclaurin series expansion ez =
∑∞
n=0

zn

n!
.
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Figure 8.4: Top: average number of pp interactions per event measured with the single side event
counting method as a function of the true value (µtrue) for the combinatorial model (black points)
and the linear approximation (red points). Bottom: deviation from the true value for both models.

The values of µmeas obtained from the linear extrapolation of PORhits/BX are likewise plotted
in figure 8.4 as a function of µtrue. By fitting the measured values of µ with a straight line it
is possible to see for which region of µ the linear approximation is expected to give reliable
results. It can be seen from the plot that a linear approximation is only accurate for µ ≤ 0.1.
For larger value µ is systematically underestimated due to saturation effect when the rate of
detected events per BX becomes constant.
An intermediate conclusion from the results above is that the validity range of the event
counting method is extended from µ = 0.1 up to about µ = 8 when the logarithmic formula
is used instead of the linear approximation.

The concept of validity range will be used extensively in the following sections and thus
should be defined properly. The validity range of a luminosity algorithm is defined as the
range in µ for which a fit of a straight line to the values of µmeas as a function of µtrue, i.e
figure 8.4, gives results that have a slope of 1 and goes through the origin. It will furthermore
be required that the relative difference between µmeas and µtrue do not exceed 5 % for any of
the points in the validity range.
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8.4.3 Event counting : coincidence mode (”AND” mode)

The selected events in coincidence mode have at least one hit in each detector module (side
A and side C). The event rate PANDhits/BX for this type of events can be written as :

PANDhits/BX = 1− POR0/BX (8.11)

The first step towards finding the probability function PANDhits/BX is to write equation 8.11 for
the case of exactly one interaction:

P11 = 1− (P00 + P10 + P01) (8.12)

where it has been used that the probabilities Pij adds up to 1. The next step is to gen-
eralize the expression to the case of exactly n interactions. In the same way as was done
for the generalization of P00 above, we also here has to assume that the single interaction
probability/efficiency remains constant in the case of multiple interactions:

P11(n) = 1− (P00(n) + P10(n) + P01(n)) (8.13)

When generalized to n interactions the probabilities P10(n) and P01(n) have a slightly more
elaborate meaning, namely:

P10(n) : the total probability to have n interactions out of which k interactions are detected
in side A and n− k interactions are not detected in any module.

P01(n) : the total probability to have n interactions out of which k interactions are detected
in side C and n− k interactions are not detected in any module.

To derive explicit expressions for P10(n) and P01(n) one needs to take the sum of all possible
permutations of n and k:

P10(n) =
n∑
k=1

P k10 P
n−k
00

(
n

k

)
= (P10 + P00)n − Pn00 (8.14)

P01(n) =
n∑
k=1

P k01 P
n−k
00

(
n

k

)
= (P01 + P00)n − Pn00 (8.15)

where the sums have been carried out using the Binomial theorem. Having already calculated
the expression for P00(n) in the previous section, the expression for P11(n) can be found as:

P11(n) = 1− (P00(n) + P10(n) + P01(n)) (8.16)

= 1− (Pn00 + (P10 + P00)n − Pn00 + (P01 + P00)n − Pn00) (8.17)

The final step towards calculating the probability function PANDhits/BX is to generalize the num-
ber of interactions n from a fixed number to a Poissonian distributed number with a mean
µ:

P11(µ) = 1−
∞∑
n=0

((P10 + P00)n + (P01 + P00)n − Pn00)
e−µµn

n!
(8.18)

= e−µ(1−P10−P00) + e−µ(1−P01−P00) − e−µ(1−P00) (8.19)



8.4 Online Algorithms : The combinatorial model 137

-210 -110 1 10

m
ea

s
µ

-210

-110

1

10

210

 / ndf 2χ  3.826 / 18
p0        0.01152± 1.024 
p1        0.001479± -0.000844 

 / ndf 2χ  3.826 / 18
p0        0.01152± 1.024 
p1        0.001479± -0.000844 

 / ndf 2χ    4.4 / 26
p0        0.004345± 1.017 
p1        0.001369± -0.0007973 

 / ndf 2χ    4.4 / 26
p0        0.004345± 1.017 
p1        0.001369± -0.0007973 

Combinatorial Model

Linear approx.

 = 10 µLinear fit to 
 = 2 µLinear fit to 

Monte Carlo : Event Counting AND
Hit threshold > 15 p.e

true
µ-210 -110 1 10

tr
ue

µ
 v

s 
m

ea
s

µ
R

el
 d

iff
. 

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

 : Comb. Model
true

µ) / 
true

µ - 
meas

µ(
 : Lin. Approx

true
µ) / 

true
µ - 

meas
µ(

Figure 8.5: Top: average number of pp interactions per event measured with the coincidence event
counting method as a function of the true value (µtrue) for the combinatorial model (black points)
and the linear approximation (red points). Bottom: deviation from the true value for both models.

Thus the average number of pp interactions per event is related to the rate of detected events
and to the detection efficiencies by

PANDhits/BX = 1− e−µεA − e−µεC + e−µ(εA+εC−εAND) (8.20)

The functional form of equation 8.20 is such that it can not be inverted analytically and the
only option is to invert the expression numerically. For this purpose Brent’s method [94] has
been applied to extract µ:

µ = f−1(PANDhits/BX) (8.21)

When the detection efficiencies (εA , εC and εAND ) found in table 7.9 are inserted into
equation 8.20 and the expression is inverted one obtains a value of µmeas. Figure 8.5 shows
the numerically obtained values of µmeas as a function of µtrue for the combinatorial model in
the different measurement samples. The uncertainty on the measured values of µ is taken to
be the maximum variation of µ corresponding to a ±σ variation of PANDhits/BX . Brent’s method
has unfortunately proved to be somewhat unstable in this case, resulting in large fluctuations
of the uncertainty estimations, especially at high values of µ. To cross check the uncertainty
on µmeas, each measurement sample has been divided into subsamples of 500 events. The
value of µmeas has then been extracted for each subsample and plotted in a histograms and
fitted with a Poissonian at low µ and a Gaussian at high µ to calculate the standard devi-
ation on µmeas. The uncertainty on µmeas calculated from the standard deviation was then
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compared to the uncertainty obtained from the numerical inversion and the two value were
not compatible the numerical inversion was redone.

The values of µmeas obtained from the combinatorial models in coincidence mode exhibits
some of the same features as in the single side mode. The results from the algorithms are
linear and compatible with µtrue for small value of µtrue until a point is reached where the
data points starts deviating from the true value due to migration effects. The position of this
point is different for the two detection modes. For single side mode the point was located
at about µtrue = 8 where as for the coincidence mode the point is located at µtrue = 10.
The reason why the migration point is higher in coincidence mode is due to the fact that by
requiring a hit in both modules simultaneously one lowers the detection efficiency and thereby
raises the value of µ where migration effects start to play a role.

Linear approximation

When µ is sufficiently small, combinatorial effects are negligible and the rate of detected
events is proportional to the efficiency:

µ
µ�1
−−−−→

PANDhits/BX

εAND
(8.22)

The values of µmeas obtained from the linear extrapolation of PANDhits/BX are likewise plotted in
figure 8.4 as a function of µtrue. In the same fashion as for the single side mode, the validity
of the linear assumption can be checked by fitting the measured values of µ with a straight
line. A linear fit to the measured data points up to µtrue = 2 has a slope consistent with
1 and is consistent with going through the origin. This means that the measurement of µ
with the linear approximation is reliable up to µ = 2. For larger µ values, µ is systematically
underestimated with as much as 80 % at µtrue = 20 (not shown in the figure). This is to be
compared with a maximal deviation of 12 % for the combinatorial model. The underestimation
in the linear approximation is due to fact that the saturation effect dominates in the region
of µtrue > 2.

8.4.4 Hit counting : single side mode (”OR” mode)

The basics of every hit counting method is the particle counting method. The hit counting
method is nothing more than a particle counting method adapted to the situation where the
luminosity detector has a limited acceptance and limited number of channels. Since there
is no need to correct for saturation effects with particle counting, the average number of pp
collisions per event can be estimated by the ratio between the average number of particles
per event (NOR

part/BX) and the average for one pp collision (NOR
part/pp):

µ =
NOR
part/BX

NOR
part/pp

(8.23)

The LUCID detector is not equipped to count particles, only hits and therefore the number
of detected particles in equation 8.23 must be turned into the number of detected hits.
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From particles to hits In order to turn the number of particles into hits one has to make
some assumptions. Firstly, it has to be assumed that the all particles produced in a inelastic
interaction are distributed uniformly over the acceptance of LUCID. Figures 7.3 and 7.5 show
that this is true, at least to a first approximation for all the different components of the
inelastic cross section. Under this assumption the number of detected particles per tube is
Npart/pp/Ntubes, where Npart/pp is the total number of detected particles per pp interaction
and Ntubes = 30.
Secondly it has to be assumed that the number of particles in a tube is distributed according
to a Poissonian which means that the number of hits can be written as the product of Ntubes

and the probability to have at least one particle in a tube (a hit):

Nhits/pp = Ntubes

[
1− e−

Npart/pp
Ntubes

]
(8.24)

In order to express equation 8.23 in terms of hits and not particles, equation 8.24 must be
inverted:

Npart/pp = −Ntubes ln

(
1−

Nhits/pp

Ntubes

)
(8.25)

An issue with equation 8.25 is that a logarithmic pole at Nhits/pp = Ntubes leads to infinitely
large values of Npart/pp. If these situations are handled carefully one can obtain µ from a
measurement of Nhits/BX by using the following relationship:

µ =
Npart/BX

Npart/pp
=

ln

(
1−

Nhits/BX

Ntubes

)
ln

(
1−

Nhits/pp

Ntubes

) (8.26)

where it has been used that equation 8.25 also hold for bunch crossings with several interac-
tions.
Equation 8.26 is only valid at the level of one bunch crossing. To extend the use, for example
to a luminosity block, one needs to do the sum over all the individual bunch crossings and
then divide by the total number of bunch crossings to obtain the average5:

µ =
1

NBX
·

∑NBX
i=1 ln

(
1− Nhits(i)

Ntubes

)
ln

(
1−

Nhits/pp

Ntubes

) (8.27)

The values of µ obtained with this expression for the combinatorial model is plotted against
µtrue in figure 8.6. A linear fit to the values of µmeas shows that they are statistically com-
patible with the true value in the range from 0 to 2. The overestimation of µtrue at higher
luminosities is probably due to migration effects and the fact that the hit multiplicity distri-
butions is not Poissonian. With increasing luminosity the migration effect gives an excess of
hits compared to the prediction which leads to an overestimation of µ. For the same reason
the deviation increases with µ.

5It should be noted here that this is arithmetically different from using the value of Nhits/BX obtained by
averaging over all bunch crossing and then applying the logarithm.
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Figure 8.6: Top: average number of pp interactions per event measured with the single side hit
counting method as a function of the true value (µtrue) for the combinatorial model (black points)
and the linear approximation (red points). Bottom: deviation from the true value for both models.

Linear approximation

Using the Taylor expansion to first order one can see that µ is proportional to the average
number of hits per event (NOR

hits/BX):

µ =
NOR
part/BX

NOR
part/pp

≈
NOR
hits/BX

NOR
hits/pp

(8.28)

The measurements of µ as a function of the true values with a linear extrapolation of NOR
hits/BX

from µ = 0.01 are plotted in figure 8.6. In the same way as for event counting, the validity
of the linear assumption can be checked by fitting the values of µmeas with a straight line. A
linear fit to the measured points up to µtrue = 2 has a slope consistent with 1 and is consistent
with going through the origin. This means that the linear approximation is reliable up to
µ = 2. For µ > 2, µ the saturation effect starts to play a role and as a consequence µ is
underestimated. As opposed to the event counting methods the logarithmic formular do not
improve the result of a linear approximation much in the range µ ≤ 2.
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8.4.5 Hit counting : coincidence mode (”AND” mode)

Hit counting in coincidence mode is perhaps the most technically challenging of the counting
methods. Requiring a coincidence to take place between the two modules unavoidably in-
troduces a list of combinatorial effects which have to be taken into account. One such effect
stems from the fact that for an event with multiple interactions, a coincidence can be created
in two ways, namely as a true coincidence (TC) and a false coincidence (FC) . A true coin-
cidence occurs when at least one interaction is detected simultaneously in both modules. A
fake coincidence occurs when no interaction is detected simultaneously in both modules, but
at least two interactions are separately detected in different modules. Both types of coinci-
dences have to be incorporated in the derivation in order for the prediction of µtrue to be as
precise as possible.

Inspired by the two coincidence types one can formulate the requirements that a single bunch
crossing with n interactions have to fulfill in order to be detected as a coincidence.

TC : the bunch crossing contains at least one interaction which is detected in both modules,
together with any number of interactions which are only detected in module A and not
in C, and vice versa;

FC : the bunch crossing contains 0 interactions detected in both modules, together with at
least one interaction which is only detected in module A and one which is only detected
in module C.

In the same way as in the single side mode, the objective for hit counting in coincidence mode
is to find the number of particles per BX: NAND

part/BX when the bunch crossing is detected
in coincidence mode. This number is found as the sum of the particles produced in bunch
crossings of type TC and FC. For each of the two bunch crossing types, the average number
of particles is found as the number of particles produced per detected interaction times the
number of detected interactions in the bunch crossing times the probability for either TC or
FC to occur.
Equivalently to the exclusive probabilities defined in table 8.3 one can also define in an
exclusive way the average number of particles per interaction (see table 8.4).

Table 8.4: Exclusive definitions of average number of particles.

M10 number of particles per detected interaction in A, but not in C
M01 number of particles per detected interaction in C, but not in A
M11 number of particles per detected interaction in both modules
MXOR number of particles per detected interaction in any module but not in both

The average number of particles as defined in table 8.4 has a one-to-one correspondence with
the exclusive efficiencies in the sense that the product M10P10 directly yields the number of
detected particles when the interaction is detected only on side A. Additionally to the already
defined exclusive efficiencies one can also define the efficiency to detect an interaction in any
module, but not in both (PXOR)6.

6PXOR is nothing more than the sum of P10 and P01 (PXOR = P10 + P01 = 1 - P11 - P00 ) introduced to
aid with the clarity of the derivation.
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Keeping the one-to-one correspondence between Pij and Mij in mind, one can write down
the expression for TC and FC case of a bunch crossing with n interactions.

TC =

n∑
k=1

P k11

(
n

k

)[ n−k∑
l=0

P lXORP
n−k−l
00

(
n− k
l

)]
[kM11 + lMXOR]

FC =
n∑
k=1

P k10

(
n

k

)[ n−k∑
l=1

P l01P
n−k−l
00

(
n− k
l

)]
[kM10 + lM01]

Term TC and FC The logical structure of the expressions follows directly from the
contribution of the different detection modes that come into play. The order of the different
contributions follows the same order in TC and FC but the meaning of the contributions are
different. For example the first two contributions to TC comes from the average number of
particles produced in k simultaneous interactions detected in coincidence mode P k11kM11 and
the average number of particles produced in l simultaneous interactions detected in exclusive
single side mode P lXORlMXOR. In the same way, the first two contributions to FC comes
from the average number of particles produced in k simultaneous interactions detected in side
A and not side C, P k10kM10 and vice versa for l interactions P l01lM01. The final contributions
to both TC and FC come from the probability of not detecting the remaining n − k − l
interactions in the bunch crossing (1− PXOR − P11)n−k−l = Pn−k−l00 .

Sum over l and k: Both the l and the k-sums in TC and FC can be evaluated using the
binomial theorem. The l-sums constitutes 4 terms and the k-sums constitutes 7 terms. Each
of these sums are in principle straight forwards to carry out but the results are very notation
heavy. As a compromise, the general structure of the sums are given here:

n−k∑
l=0

Li(l, n, k)

(
n− k
l

)
= L̃i(n, k) for i = 1 . . . 4

n∑
k=1

Ki(n, k)

(
n

k

)
= K̃i(n) for i = 1 . . . 7

while the individual coefficients Li, L̃i,Ki and K̃i are given in table B.1 in Appendix B.

Using definitions of the exclusive probabilities and the average number of particles (MXORPXOR
= M10P10 +M01P01) the total number of particles produced in TC and FC can be found to
be:

TC + FC = nM11P11 +nM10P10

[
1− (P00 +P10)n−1

]
+nM01P01

[
1− (P00 +P01)n−1

]
(8.29)

From a fixed to a Poissonian distributed number of interactions: The final step
towards calculating PANDpart/BX is to generalize the number of interactions n from a fixed number
to a Poissonian distributed number with a mean µ. This is done by convoluting equation 8.29
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with a Poissonian of average µ:

NAND
part/BX =

∞∑
n=0

(TC + FC)
e−µµn

n!
(8.30)

= M11µ+M10P10µ
[
1− e−µ(P01+P11)

]
+M01P01µ

[
1− e−µ(P10+P11)

]
(8.31)

where the Maclaurin series expansion and the relation
∑∞

n=0 n
e−µµn

n! = µ have been used.
Using the relationship between the exclusive and inclusive defined quantities:

M10P10 = NA
part/pp −NAND

part/pp (8.32)

M01P01 = NC
part/pp −NAND

part/pp (8.33)

M11 = NAND
part/pp (8.34)

the expression for NAND
part/BXcan be written as:

NAND
part/BX = µNAND

part/pp + µ
(
NA
part/pp −NAND

part/pp

)(
1− e−µεC

)
(8.35)

+ µ
(
NC
part/pp −NAND

part/pp

)(
1− e−µεA

)
(8.36)

The inclusive detection efficiencies (εA , εC and εAND ) and the average number of particles
per pp interaction (NA

part/pp, N
C
part/pp and NAND

part/pp) are obtained from the calibration sample.

The value of NAND
part/BX is extracted from each measurement sample by using equation 8.25 on

individual brunch crossings. The average number of pp interactions per event can then be
obtained by the numerical inversion of equation 8.35:

µ = f−1(NAND
part/BX) (8.37)

The measurements in Monte Carlo of µ as a function of the true values with the combina-
torial model are plotted in figure 8.7. The uncertainty on µ is the maximum variation of
µ corresponding to a ±σ variation of NAND

part/BX and cross checked by the method described
earlier.
The values of µmeas are compatible with the true value for small value of µ. Above µtrue = 1
migrations effects and the deviation from Poissonian behavior leads to an overestimation of
µ which grows with µtrue to a maximum deviation at µtrue = 20 of 20%. Above this value
the level of the overestimation decreases due to combinatorial effects. An interesting obser-
vation of both hit counting methods is that despite the increased level of sophistication when
compared to the event counting methods, they still give a worse result. For event counting
the algorithms are valid until µ = 8 and µ = 10 for event OR and AND respectively. For hit
counting algorithms the corresponding numbers are µ = 2 and µ = 1.

Linear approximation

To first order µ is proportional to the average number of hits per event (NAND
hits/BX):

µ =
NAND
part/BX

NAND
part/pp

≈
NAND
hits/BX

NAND
hits/pp

(8.38)
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Figure 8.7: Top: average number of pp interactions per event measured with the coincidence hit
counting method as a function of the true value (µtrue) for the combinatorial model (black points)
and the linear approximation (red points). Bottom: deviation from the true value for both models.

The measurements of µ as a function of the true values with a linear extrapolation of NAND
hits/BX

from µ = 0.01 are likewise plotted in figure 8.7. A linear fit to the measured points up to
µtrue = 0.1 has a slope consistent with 1 and is consistent with going through the origin. This
means that the measurement of µ with the linear approximation is reliable up to µ = 0.1. For
µ > 0.1, µ is overestimated due to the effects of migration and coincidence. The saturation
effect in hit counting arises from counting hits instead of particles. The number of particles
increases constantly with µ while the maximum number of hits is limited to 30 (the number
of tubes). When µ is sufficiently large (µ > 5), the large number of particles saturates the
detector and lead to an underestimate of µ. Since the migration effect leads to an overestimate
and the saturation to an underestimate, these two effects cancel to some degree in the linear
approximation. In this approximation the maximal deviation due to the migration is reached
at µtrue = 3 where the relative deviation is 60 %. For µ > 3, saturation effect starts to play
a role and the level of overestimation shrinks.

8.5 Online Algorithms : Polynomial parameterization method

It has been shown in the last section, that measurements of µ based on the combinatorial
model are not linear over the full range in µ. The main reason for the non-linearity is migration
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Figure 8.8: Polynomial fits of the average number of pp interactions per event (µ) as a function of the
average number of detected events (Phits/BX) with event counting ”OR” method for Phits/BX ≤ 0.9
(a) for 0.9 < Phits/BX ≤ 0.99 (b) and event counting ”AND” method for Phits/BX ≤ 0.9 (a) for
0.9 < Phits/BX ≤ 0.995 (b).

effects in which signals below the discriminator threshold in one pp-interaction are able to
pile-up and give a signal above the threshold in multi-interaction events. Saturation effects,
despite being included in the combinatorial model, also play a role. The impact is indirect
in the sense that small fluctuations in Phits/BX or Nhits/BX at high µ, for example due to
limited statistics, leads to large changes in µmeas.
An empirical solution to the problem of non-linearities is to parametrize all such effects with
polynomial fits to µ as a function of the event rate. In effect, this means that values of µ can
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Figure 8.9: Top: average number of pp interactions per event measured (µmeas) with the polynomial
fit model with hit counting ”OR” and ”AND” methods versus the true value (µtrue). A linear fit is
superimposed. Bottom: deviation from the true value.

be extracted directly from fit to Phits/BX for the event counting methods and Nhits/BX for
the hit counting methods without having to deal with the inversion of equation 8.20 and 8.35.
The polynomial fit is in that sense the numerical inversion of the combinatorial formulas. The
drawback of this approach is that it lacks physical motivation. There is no physical reason
why a polynomial should be used expect that it by construction can give good results for
both event and hit counting.

Event counting

If approximated with a polynomial in Phits/BX of degree n, µ can be expressed as:

µ = f(Phits/BX) =

n∑
i=0

piP
i
hits/BX (8.39)

If n is equal to the number of data point for Phits/BX then the expression is exact, otherwise
it is an approximation. The degree of the polynomial fit depends on the counting method
and on the range of µ. To keep the order of the polynomial smaller than 4, the polynomial
fit is performed in two different ranges of µ. The results of the fits for a threshold of 15 p.e
are shown in figure 8.8 for single side and coincidence mode. To study the performance of
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the polynomial parametrization approach, the obtained value of µ from the fits are compared
to the true value in figure 8.9. The slope of the linear fits are consistent with 1 which means
that non-linear effects are taken into account in the range < 6 for event counting in single
side mode and in the µ < 7 for event counting in coincidence mode. Any deviation between
µmeas and µtrue can be tracked back to discrepancies between the fitted polynomial and the
data points which could reveal some underlying problem with the fits. An example of such
a problem is the inability of the 3 order polynomial to describe the trend of the data points
at values of Phits/BX close to 1. As a results the obtained values of µmeas for the coincidence
mode exhibits deviations at high µtrue.

Hit counting

If approximated with a polynomial in Nhits/BX of degree n, µ can be expressed as:

µ = f(Nhits/BX) =
n∑
i=0

piN
i
hits/BX (8.40)

The results of the fits are shown for a 15 p.e. threshold in figure 8.10 for both hit counting
methods and the obtained value of µ from the fits are compared to the true value in figure
8.11. The slope of the linear fits in the range of µ ≤ 25 are consistent with 1 which means
that all non-linear effects are taken into account in the full luminosity range. As opposed
to the event counting method, the polynomial parametrization approach in the hit counting
method has shown to be a significant improvement over the combinatorial method.

8.6 Offline Algorithms

A shortcoming of the online algorithms presented above, is that they only use a fraction of
the information available in the calibration and measurement runs. This is a compromise
to keep the online algorithms more suited for automated operation during data taking and
to retain stability at all time. For offline algorithms there is a larger degree of freedom to
incorporate more detector information in order to minimize the non-linearity effects in the
prediction. A new class of algorithms is presented here, in which instead of using the mean
value of the multiplicity distributions (NOR

hits/BX , NAND
hits/BX), as was the case in the online

algorithms presented above, one uses the actual shape of the distributions themselves.
In the following section it will be shown that by basing luminosity algorithms on the shape of
the multiplicity distribution, it will be possible to incorporate all non-linear detector effects.

8.6.1 Description of the proposed method

The offline method we propose here is based on the same two type of runs as the online
methods, namely the calibration and measurement runs.
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Figure 8.10: Average number of pp interactions per event (µ) as a function of the average number
of hits per event (Nhits/BX) with hit counting ”OR” and ”AND” method. The distribution is fitted
with a 4th degree polynomial for µ ≤ 10 (a) and 10 < µ ≤ 25 (b) for the ”OR” counting and µ ≤ 1
(a) and 1 < µ ≤ 25 (b) for the ”AND” counting.

Calibration runs

The response of a measured generic detector quantity in this type of runs can be considered
as the response to a single interaction. If ρ identifies a measurable quantity (for instance
hit multiplicity, total energy , etc.) then ρ1 is that quantity for the calibration sample. The
response of the detector to any number n of interactions can be built as a linear superposition
starting from ρ1. In this way one is able to build a set of reference responses ρn where
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Figure 8.11: Top: average number of pp interactions per event measured (µmeas) with the polynomial
fit model with hit counting ”OR” method versus the true value (µtrue). A linear fit is superimposed.
Bottom: deviation from the true value.

n = 1, 2, ...NMAX up to a maximum number NMAX of interactions.

Measurement runs

A measurement run is a run performed at an unknown value of µ which has to be measured.
If it can be assumed that the BX population follows Poisson statistics (see equation 8.2) then
the total response R of the detector (for the quantity described by the reference responses
ρn) when the average number of interactions per BC is µ can be expressed as:

R = A

NMAX∑
n=1

Pµ(n)ρn (8.41)

where A is a normalization factor and the upper limit of the summation, NMAX , has to be
suitably chosen in order to make the contributions from n > Nmax negligible.
The theoretical detector response R should then be compared with Rexp, the one measured
during the measurement run. This can be done on a statistical basis by fitting the Rexp
response by means of the R function leaving free the two parameters A and µ. In this way,
a direct measurement of µ can be obtained. It has to be noted that, by construction, this
method will fail for measured values of µ� 1. However, it will be shown in the following that
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this method can reliably measure any values of µ ≥ 0.5, which are the ones to be considered
of practical interest for most measurement runs.

8.6.2 Application of the method

When the method is applied to LUCID, one has to define a hit threshold separately for each
run type. During the calibration runs, a hit threshold (thrcal) must be imposed to trigger
the readout electronics in order to record the event. Without imposing such a threshold, all
events (including empty bunches and beam background events) would be recorded and as a
consequence the calibration sample would no longer only contain single interaction events. In
this study only events with a hit coincidence have been included in the calibration sample.
In analysis of real data an equivalent requirement would be to only consider events flagged
by the L1 LUCID A C trigger. For the measurement runs the hit threshold is denoted by
thrmeas. It has to be stressed here that the ideas behind the two thresholds are different.
In the measurement runs, thrmeas is imposed to trigger on a bunch crossing with multiple
interactions. In the calibration run however, the hit threshold thrcal is used to trigger the
LUCID readout electronics when a single interaction occurs. For this reason thrcal must fixed
at a high enough value to filter out beam background events while still low enough to keep
the statistics in the calibration runs high.
Figure 8.12(a) shows the effects of applying different values of thrcal on the photo-electron
spectrum during the calibration runs. Figure 8.12(b-d) shows the same situation but for dif-
ferent number of collisions per bunch crossing. The discrepancy of the distributions increases
with the number of interactions. The reason for this is that a trigger threshold greater than
zero p.e. tends to suppress the lower part of the distributions. In the current configuration
of LUCID the hit threshold is set to 15 p.e. So in order to make the study presented in this
thesis as realistic as possible, a similar value has been adapted (the black lines in figure 8.12).
The value of thrmeas has been set to 50 p.e for the study presented here.

The reference responses ρn (see Equation 8.41) in the LUCID case are the hit multi-
plicity distributions for triggered events, which are denoted with mn(i). The index n refers to
the number of interactions and i is the overall multiplicity recorded by LUCID. The index
i can effectively run from 2 to 30 hits, the lower value being constrained by the coincidence
mode. The reference responses mn(i) are built by mixing n events obtained from the cali-
bration run, piling up the pulse height distribution and then applying the thresholds which
is used in the measurement runs.
To extract the value of µmeas from a certain experimental response Rexp(µ), a weighted sum
of the reference responses described by 8.41 is fitted to Rexp(µ). Examples of such fits are
shown in fig. 8.13 for four different values of µ. Once µmeas has been obtained from the exper-
imental detector responses Rexp(µ) for a suitable range of µ values, the calibration constant
κMC for the data set can be extracted. This is done by plotting the measured values of µ as
a function of the true value and fitting the resulting curve with a linear function that goes
through the origin. Figure 8.14 shows such a fit to the values of µmeas for the non-, single and
double diffractive data sets separately and in figure 8.15 for the total inelastic data set. The
dotted black line shows a hypothetical one-to-one correspondence between µmeas and µtrue.
To illustrate the need for a calibration of the data, the deviation between the measured and
true value of µ , (µmeas − µtrue)/µtrue are plotted as a function of µtrue for each data set. In
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Figure 8.12: Examples of photo-electrons distributions for triggered events with different values of
the trigger threshold thrcal (in number of p.e.) for n = 1 , n = 5 , n = 10 and n = 20 interactions.

the hypothetical situation where the fitted line is identical to the one-to-one line7 there would
be no need for a calibration constant. In that case the data would be self-calibrated. Table
8.5 gives the calibration constant for the different components of the inelastic data set and
for the inelastic data set itself.

The most striking feature of this result is that the prediction of the method is linear over a
large range (0.5 ≤ µ ≤ 25). The predictions for all data sets are compatible with a linear
function going through the origin proving that the method yields the correct luminosity at
µ = 0. This proves that the range in which the method provides reliable prediction for the
luminosity covers a part of the LHC range.

7(µmeas − µtrue)/µtrue = 0 for all µtrue.
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Figure 8.13: Examples of detector responses Rexp(µ) from the measurement runs at µ = 1, 5, 10 and
20 interactions. The trigger threshold used in the in the measurement runs as thrphys = 50 p.e. The
red line shows fits of the LUCID response function R(µ) to the detector responses.

event type ND SD DD inelastic

fi [%] 68 % 19 % 13% 100 %

κMC 0.569± 0.001 0.149± 0.002 0.226± 0.002 0.434± 0.001

Table 8.5: Calibration constants for the different data sets considered in this analysis.

Another interesting feature which can be seen from figure 8.14 is that the calibration con-
stant takes on different values for each data set. The reason for this, is that the average
track multiplicity is smaller for diffractive events than for non-diffractive events. This means
that the hit threshold in the calibration runs (thrcal) will cut harder on diffractive events and
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Figure 8.14: (Top) The red data points shows the measured values of µ as a function of the true
value for non-, single and double diffractive data set. The solid black lines in the plot shows result of
linear fit to the data points. The dotted black line shows a one-to-one correspondence between µmeas
and µtrue.(Bottom) The absolute deviation of µmeas from µtrue as a function of µtrue for the different
data sets. Superimposed in the figure is also the statistical uncertainty on the data points.

thereby lead to an overestimated mean value of the reference response when compared to the
distributions obtained in the measurement runs.

Just as the total luminosity can be calculated from the contributions of the non-diffractive
and diffractive parts so can the calibration constant:

κinelMC = fNDκ
ND
MC + fSDκ

SD
MC + fDDκ

DD
MC (8.42)

where fi is the fraction of events of type i in the total inelastic data set (finel = 1) and κiMC is
the calibration constant for data set i. Inserting the numbers from table 8.5 one can calculate
that the expected value of κinelMC for the total inelastic data set is 0.444. This value is slightly
higher than the measured value, which is 0.434.

One of the main features of the method presented here, is that it yields a linear relation-
ship between µmeas and µtrue. This feature is intrinsic to the method and means that one
only needs one calibration point apart from the origin to predict the luminosity in most of
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Figure 8.15: (Top) The red data points shows the measured values of µ as a function of the true value
for the total inelastic data set. The solid black line in the plot shows result of linear fit to the data
points. The dotted black line shows a one-to-one correspondence between µmeas and µtrue .(Bottom)
The absolute deviation of µmeas from µtrue as a function of µtrue. Superimposed in the figure is also
the statistical uncertainty on the data points.

the LHC range. It is assumed that for zero interactions per BX, the measured value of µ will
also be zero. Whether or not this is a correct assumption will be discussed in sec. 8.7.6 where
the influence of beam background is addressed.

8.7 Systematic Uncertainties

The main experimental systematic uncertainties in the luminosity measurement arise from
two sources: the detector itself and the LHC beam. A list of systematics include contribu-
tions from: gas pressure and temperature stability, PMT gain stability, trigger conditions,
event composition and background. The estimation of these uncertainties is the subject of
this subsection.

From the previous sections we know that within the range of validity, each luminosity al-
gorithm yields a linear relationship between µtrue and µmeas expressed by equation 8.1. The
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Figure 8.16: Calculation of luminosity measurement error.

systematic uncertainties affect the slope of the linear relationship. When the conditions
change8, the calibration constant changes value from the original value of κ0 to κ1 giving a
new value for µtrue : µ′′true ∝ κ−1

1 µmeas, as shown in figure 8.16. The relative error in the
luminosity measurement by such a change in the conditions can be estimated by:

∆L
L1

=
L0 − L1

L1
=
µ′true − µ′′true

µ′′true
=
µmeas/κ0 − µmeas/κ1

µmeas/κ1
=
κ1

κ0
− 1 (8.43)

Due to the different nature of the offline and online algorithms, the different sources of sys-
tematic uncertainty do not contribute equally. For the online algorithms which rely on Monte
Carlo simulation to provide estimates of the detection efficiency and average hit multiplic-
ity, the details of the simulations are expected to provide the largest sources of systematic
uncertainty. For the offline algorithms the largest contributions are foreseen to come from
changes in running conditions between the calibration runs and the measurement runs. It is
a fundamental assumption of the offline method that any set of calibration and measurement
runs can be carried out under the same running conditions. If this is not the case then a
bias will be introduced in µmeas by potentially having different shapes of the multiplicity
distributions in the two data taking scenarios. Both types of algorithms assume a Poissonian
distributed number of collisions per bunch crossings. Any deviation from this behavior may
cause loss in accuracy.
In the following sections, Monte Carlo simulations are used to evaluate the impact of the sys-
tematic uncertainties on the ability to extract the luminosity. This is done by systematically
changing the running conditions and using equation 8.43 to estimate the relative uncertainty.
In order to be consistent the full list of systematic errors are taken into account for each
luminosity algorithm separately. For the sake of completeness it should be mentioned here
that the impact of the systematic uncertainties is only investigated in the region of µ where
the given algorithm is linear - the so-called validity range. Outside this range, the estimation
of systematics in this way is no longer useful.

8assuming the linear relation between µtrue and µmeas is maintained
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Figure 8.17: Impact on the luminosity determination using the event counting (a) and multiplicity
analysis (b) from variations in the PMT gain.

8.7.1 Detector related uncertainties

Online and offline : Possible sources of systematics in the detector description include
uncertainties in the gas temperature and pressure and the reflectivity of the tubes internal
surface. Another class of detector related uncertainties which could potentially influence the
luminosity determination, stems from the readout electronic and includes uncertainties due
to the PMT gain and noise level. Both classes of systematic uncertainties were discussed in
detail in section 6.5 and will therefore not be discussed further here. As an example, figure
8.17 shows the impact of the uncertainty in the PMT gain on the luminosity measurement
for event counting in single side mode and the multiplicity analysis. Table 8.6 summarizes
the contributions to the total systematic uncertainty from uncertainties in the detector de-
scription.

8.7.2 Event composition

Since the average charged multiplicity is higher for non-diffractive events than for diffractive
events (see figure 7.5) it will lead to a shift in µmeas if the composition of the calibration and
measurement run is not identical. As the difference in charged multiplicity between single
and double diffractive events is not as large as the difference between the non-diffractive and
diffractive events, only a difference in the ratio between the two latter in the calibration and
measurement data sets will potentially lead to a shift in µmeas.

Offline : Figure 8.18 shows how the value of κinelMC changes as the fraction of non-diffractive
events in the reference sample is changed. From the plot it is clearly seen that as the fraction
of diffractive events in the reference samples gets larger, the value of κinelMC gets smaller. This
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Figure 8.18: Value of κinelMC as a function of changes in the fraction of diffractive events in the data
set.Only the composition of the reference is modified.

is expected since as the fraction of diffractive events in the reference samples gets larger, the
average multiplicity per event will decrease leading to a smaller value of µmeas.
The inelastic Monte Carlo data sets consist of 68 % non-diffractive events and 19 % and 13 %
single and double diffractive events. Since the actual fraction of non-diffractive and diffractive
events in inelastic events are not fully known, it has been studied if the value of κinelMC depends
on the overall composition of the data sets. The contribution of this effect to the systematic
uncertainty is estimated to be ≈ 3%.
Traditionally also central diffractive events (CD) belongs to the category of diffractive events.
However since the central diffractive cross section constitutes less than 1 % of the total
inelastic pp cross section, these events have been ignored in this study.

Online : A similar study have been carried out for the online algorithms. It is estimated
that the contribution to the total systematic uncertainty is 2 % for the ”OR” algorithms and
3 % for the ”AND”.

8.7.3 Bunch to bunch variation in µtrue

Online and offline : Variations in the average number of collisions between different
bunch crossings might have an influence on the calibration constant if the luminosity is not
calculated separately for each bunch crossing. In the Monte Carlo simulations it is assumed
that the number of collisions per BX is Poissonian distributed around µ. However, in the
LHC, bunches might be filled differently leading to different average number of interactions
for different bunch crossing. The number of interaction will still follow a Poisson distribution
but with a different mean value for each bunch crossing. In the 2010 data-taking period large
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variations in the bunch luminosities has been observed so the analysis has to be carried out
for individual BCIDs. This will remove the systematics from bunch to bunch variation in
µtrue.

8.7.4 Applying an external trigger

Offline : Because of the need to introduce a calibration threshold ( thrcal ) when using
LUCID as a trigger, some bunch crossings will be detected while others will be left undetected.
In order to build a realistic LUCID response to bunch crossings with multiple interactions
from the reference samples, it is necessary to know the response of LUCID to undetected
bunch crossings. An external trigger could be used in combination with LUCID to provide
such a sample of unbiased single interactions from the calibration runs. This is possible since
an external trigger would be able to select those events, in which LUCID detects some activity
but not a large enough signal to separate the signal from general background/noise.
The Minimum Bias Trigger Scintillators (MBTS) is a candidate for an external trigger. Other
detector systems could in principle also be used but the MBTS was chosen since it is designed
to efficiently detect minimum bias events. Its high efficiency combined with the fact that
the min bias events constitutes the bulk part of the total inelastic cross section makes the
MBTS a ideal candidate to provide an unbiased trigger for the calibration runs. Another
motivation for using an external trigger is due to the influence of systematic uncertainties in
the calibration constant. However, with the current setup in the LUCID readout electronics it
has not been possible to trigger the data streams with an external trigger and it will therefore
not be discussed further in these studies. For future studies, however, the application of an
external trigger presents an interesting unbiased alternative to using LUCID itself as a trigger.

8.7.5 Trigger conditions

Offline : The offline method requires stable running conditions. Stable in this case means
that the running conditions used in the calibration runs are not considerably different from
the ones used in the measurement runs. An important requirement is that the same value
of thrcal is used in the two types of runs. Any change to thrcal will lead to a shift in the
mean value of the reference responses (ρi) which in turn will affect the value of the calibration
constant κMC . Figure 8.19 shows how the value of κMC changes as a function of thrcal and
thrmeas. The largest changes to κMC occur when thrcal is varied. This is expected since
the value of thrcal is applied in the calibration runs to collect the data sample from which
reference responses are build. As a consequence, thrcal determines the mean values of ρi and
thereby also the extracted value of κMC . As will be shown later, the actual value of thrcal
is not so important9 but mostly the precision at which the threshold can be set. Since the
value of the recorded signal in the readout electronics is known with a precision of 1-2 p.e
it is estimated that the contribution to the systematic uncertainty from a variation of thrcal
and thrmeas is 2% and 1% respectively.

Online : A similar study has been carried out for the online algorithms. Since the online
algorithms only use a hit threshold in the measurement runs, only variations of thrmeas

9as long as the linearity of the method is preserved.
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Figure 8.19: Variations in κinelMC as a function of changes to the trigger conditions. (a) Varations in
κinelMC when thrcal is changed and thrmeas fixed. (b) Varations in κinelMC when thrmeas is changed and
thrcal fixed.

are taken into consideration. It is estimated that the contribution to the total systematic
uncertainty is 3 % for the ”OR” algorithms and 1 % for the ”AND”.

8.7.6 Background

Online and offline : The main backgrounds in minimum bias events, particularly during
early running, will be beam-gas collisions within the beampipe over the length of ATLAS,
and beam-halo from interactions in the tertiary collimators in the accelerator. It is important
to take these events into considerations since they have the potential of providing spurious
triggers. So in order not to pollute the total inelastic data set, beam background events must
be filtered out. During early low luminosity running a large fraction of bunch crossings will
have no pp interactions. Using a trigger based only on bunch-crossings would result in a
large number of empty events, which only contain detector noise, being recorded. Therefore,
the trigger must be able to reject such events in order to optimize the use of the trigger
bandwidth.
Measurements of the beam background level during the early 2010 data taking period (see
section 7.6) have shown that for LUCID in single side mode, the level of background is around
0.06 % while the coincidence mode is background free. For this reason the systematics due
to background will be ignored in the following.

8.7.7 Evaluation of the total systematics

A summary of the systematic uncertainties is given in table 8.6. The overall uncertainty is 6
% and 7 % for the online ”OR” and ”AND” respectively and it is dominated by uncertainties
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in the PMT gain. For the offline algorithms the dominating contribution (3 %) comes from
variations in the event composition. For both types of algorithms the contributions from beam
induced background and bunch to bunch variations to the measurement of µ are negligible
and have therefore been ignored.

Quantity ±∆Q/Q [%] ±∆κMC/κMC [%]

Online Offline

Method Event count Hit count Mult.

Mode ”OR” ”AND” ”OR” ”AND” ”AND”

Gas pressure 1 < 1 1 < 1 1 < 1
Gas temperature 5 2 3 1 1 2
Tube polish 5 1 < 1 1 < 1 2
PMT gain (GPMT ) 5 3 4 4 5 2
amp. factor (GAMP ) 5 2 3 1 3 1
noise factor (Qnoise) 5 1 1 < 1 2 1
Event comp. 20 2 3 2 3 3
thrcal 10 − − − − 2
thrmeas 10 3 1 3 1 1

Total 6% 7% 6% 7% 5%

Table 8.6: Summary of systematic uncertainties in the calibration constant κcal. The total systematic
uncertainty is found by adding up the different contributions in quadrature.

8.8 Summary and conclusion

It was said in the beginning of this chapter that the main difficulty in measuring the lumi-
nosity at the LHC, is detector related effects caused by pile-up. The precision of the final
luminosity determination therefore depends on the ability to minimize these effects in the
luminosity algorithms. This is not a trivial task and the main purpose of the present study
was to develop and study the performance of such algorithms.
Two classes of luminosity algorithms have been presented and applied to data from the LU-
CID detector. The first class is based on Monte Carlo calibrations and designed to be operated
online. In this class two different counting methods are used to extract the average number of
interactions per bunch crossing. The event counting method is based on the rate of detected
events and the hit counting method is based on measuring the average number of hits reg-
istered in the detector. Each method is operated using two distinct detection modes: single
side mode in which an interaction is detected if a hit is registered in one of the two detector
modules, and coincidence mode in which an interaction is detected if a hit is registered in both
modules simultaneously. The second class of luminosity algorithms presented in this chapter
is designed to be applied offline. Belonging to this category is a method, which uses the hit
multiplicity distributions, obtained at low luminosity (µ� 1) to extract the luminosity. The
performance of all methods is evaluated using Monte Carlo simulations.
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It has been shown in this chapter that saturation and migrations effects distort the pre-
dictions from both event and hit counting methods. Saturation effects, however, only affect
the combinatorial model indirectly. The level of distortion depends on the counting method
and the detection mode but is in general expected to grow with µ. This means that the
predictions are only expected to be proportional to µ for small µ. The study presented here
confirms this expectation by showing that all counting methods can be described by a linear
approximation in the region 0 < µ ≤ 0.1. For event counting in coincidence mode and hit
counting in single side mode, however, the linear approximation gives reliable results up to
µ = 2. If a model that incorporates combinatorial effects is used instead of the linear ap-
proximation, then the range of validity/usability is extended for all the methods. For event
counting in single side (coincidence) mode, the range of validity is extended from 0.1 to 8 (2
to 10). The level of improvement is more modest for hit counting where the validity range
is extended from 0.1 to 1 for coincidence mode, while the range for single side mode remain
unchanged. A somewhat surprising observation in this part of the study is that the full com-
binatorial model does not improve the result compared to the linear approximation in single
side mode. The reason is that migration and saturation are two effects that to some extent
cancel out and so if one corrects for saturation but not migration, the result is worse than if
no correction is made. For hit counting in coincidence mode the conclusion is different. Here
the combinatorial effects are much larger and a linear approximation breaks down already at
a µ of 0.1. The full combinatorial model increases in this case the µ range with an order of
magnitude but the usable range still remains very limited.

The overall conclusion at this stage is therefore that the best online methods to use are
the event counting methods with the full combinatorial model. The systematic uncertainty
for these methods is at the order of 6-7 % over a range from µ = 0 to µ = 8. The usable
range and total systematic uncertainty for each counting method is summarized in the upper
part of table 8.7. It is important to note that the quoted systematic uncertainty for the two
counting methods is for different validity ranges. If the validity range of the hit counting
would be extended to the same as the event counting then the systematics would increase
significantly. A conclusion that can be drawn from the study of the online algorithms is
that the deviations are to a large degree caused by the inability to incorporate the migra-
tion effects in the combinatorial model. Another approach presented in this chapter is to
plot the number of interactions per bunch crossing as a function of the measured number
of events or hits (without any corrections). This distribution is then fitted by a polynomial
function and this fit function can then be used to estimate the luminosity. With this approach
the luminosity can be measured correctly up to a µ value of around 6 with event counting
and 25 with hit counting. The limitations of this approach are that the fit procedure in
itself introduces an additional source of systematic uncertainty. The contribution to the to-
tal systematic uncertainty from the fit procedure is estimated to be 1 % for all the algorithms.

A novel approach to minimizing the non-linear effects is presented in the final part of the
chapter. In this approach the hit multiplicity distribution obtained at low luminosity is used
to determine the luminosity offline. The results show that the method is linear in the dynamic
range (0.5 ≤ µ ≤ 25), which corresponds to a large fraction of the LHC range. The linearity
is a key feature of the method since it allows for a simple extrapolation of the luminosity
once a calibration point has been established. Furthermore, the linearity also shows that the
method successfully incorporates saturation and migration effects. This proves that using the
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Mode Calibration Range Systematics

Online

Event counting single side MC µ < 8(0.1) 6 %
Event counting coincidence MC µ < 10(2) 7 %
Hit counting single side MC µ < 2(2) 6 %
Hit counting coincidence MC µ < 1(0.1) 7 %

Online : Polynomial parameterization method

Event counting single side data µ < 6 7 %
Event counting coincidence data µ < 7 8 %
Hit counting single side data µ < 25 7 %
Hit counting coincidence data µ < 25 8 %

Offline

Hit multiplicity coincidence data 0.5 < µ < 25 5 %

Table 8.7: Systematic uncertainty of luminosity monitoring with LUCID for different methods and
range of validity. The numbers quoted in the parentheses are from the linear approximation.

shape of the multiplicity distributions instead of just the mean value successfully take the
non-linearity effects into account. The total systematic uncertainty quoted for this method
is 5 % over the full usable range and this makes the method the most precise luminosity
algorithm presented in this chapter. A drawback of the method is that it can only be used
offline and only for higher values of µ (µ ≥ 0.5). A possible use for this method would be as
a precision cross check of the online measurement of the luminosity in ATLAS.
The total validity range for all the luminosity algorithms presented in this study is illustrated
in figure 8.20 for comparison.



8.8 Summary and conclusion 163

 = Number of pp interactions per BXµ
-10 -5 0 5 10 15 20 25

Lu
m

in
os

ity
 a

lg
or

ith
m

s

0

1

2

3

4

5

6

7

8

9

10

Evt. Count. OR:

Evt. Count. AND:

Hit Count. OR:

Hit Count. AND:

Evt. Count. OR:

Evt. Count. AND:

Hit Count. OR:

Hit Count. AND:

Hit Mult. AND:

Comb. model

Ad-hoc model

Mult model

Figure 8.20: Validity range of the luminosity algorithms.



Chapter 9

Luminosity determination using the
LUCID detector at

√
s = 7 TeV

The results presented in this chapter are a culmination of the methods and results presented
in the previous chapters. A selection of the methods discussed in chapter 8 along with the
efficiency and average multiplicity determination from chapter 7 will be used to measure the
luminosity in a selection of runs taken from the 2010 data-taking period. The analysis carried
out in this chapter has been done on the level of a luminosity block but also on the level of
the individual bunch crossing. The latter has been done to confirm the claim that LUCID is
capable of monitoring the luminosity for individual bunch crossings.
In this chapter it will also be shown how the final result for the measured luminosity depends
on the specifics of the calibration scenario. To illustrate this point, the measured values are
given using both the Van der Meer calibration method and calibration using Monte Carlo data.

To facilitate an easier comparison between the two calibration scenarios one can introduce
a quantity which is referred to as the visible cross section defined by σvis ≡ εσinel where ε
denotes the efficiency of LUCID and σinel the total inelastic cross section.
Using this definition equation 8.1 can be reformulated as:

L =
µnbfr
σinel

=
µmeasnbfr
εσinel

=
µmeasnbfr

σvis
(9.1)

where nb is the number of colliding bunch pairs and fr the LHC revolution frequency (fBX =
nbfr).

9.1 The Data sample

The data sample used in the following study consists of 17 runs at
√
s = 7 TeV taken in

the period from March 31 to August 25, 2010. The total number of events recorded in this
period corresponds to an integrated luminosity of 0.95 pb−1. These runs are chosen since they
represent the different stages of the luminosity development from the start of the 2010 data
taking period. The run number, number of Luminosity Blocks and number colliding bunches
are summarized in table 9.2 for each run.
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Figure 9.1: Level 1 trigger rate as a function of the luminosity block number for the single side trigger
(a) and the coincidence trigger (b). The rate from the CTP (black points) is compared to the rate
reported by the LUMAT card (red points) for both triggers.

The following sections aims at describing the steps needed to measure the luminosity in real
data. Because of the simplicity of the method it has been chosen to illustrate the procedure
using only the event counting methods. The corresponding results from the hit counting
”OR” method will be given at the end of the chapter. The hit counting ”AND” method have
not been used in this study due to its relative small validity range.

9.2 Event rates

The first step towards measuring the luminosity using the event counting methods is to extract
the event rate. Figure 9.1 shows the level 1 trigger rates as a function of the luminosity block
number for one of the early runs in the runs list. It is seen that the trigger rate decays over the
course of the run, both for events triggered by the single side trigger and by the coincidence
trigger. This tendency is expected and signifies the finite lifetime of the proton beams due to
losses.
Since the length of a luminosity block is at the order of 120 seconds, all fluctuations in the
trigger rate with a shorter duration will be averaged out when presented in this way. In some
situations, however, it proves useful to study the event rate in much smaller time intervals.

9.2.1 Bunch Patterns and Luminosity Backgrounds

Because of its excellent time resolution, LUCID is able to monitor the event rate on a level
of the individual bunch crossings. Figure 9.2 shows the event rate per bunch crossing as a
function of the LHC bunch number for run 162690. The rates have been time-averaged over
the duration of the run that lasted for about 22 hours. The LHC filling scheme used during
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Figure 9.2: Luminosity block averaged event rates as a function of the LHC bunch number for events
triggered by the single side trigger (a) and by the coincidence trigger (b) in run 162690. The paired
and unpaired bunches are indicated on the plots.

the given run consisted in having 32 paired/colliding bunches and 30 unpaired/non-colliding
bunches. The structure of the filling scheme is clearly observed in the event rates for both
triggers. The paired bunches give rise to distinct peaks that are several orders of magnitude
above the background. These peaks are seen for both trigger types but for the single side
trigger, the paired bunches are followed by a long tail extending over several BCIDs. This
effect is called afterglow and is due to activation of the ATLAS components and the cavern
material. The radiation from the activation is mainly particles with an energy below the
Cerenkov threshold of the gas in LUCID and should in principle not be able to produce a
signal in LUCID. However since the Cerenkov threshold in the quartz window of the PMT is
significantly lower (see table 6.1), radiation from activation will still have the possibility to
create a signal in LUCID. The low Cerenkov threshold and the fact that a charged particle
traversing the quartz window produces on the average 40 photo-electrons (see table 7.1), which
is above the hit threshold of 15 photo-electrons, makes it possible for low energy radiation to
trigger LUCID. The afterglow is not present for the coincidence trigger, which proves that
this luminosity background is caused by random signals that are uncorrelated between the
two modules of LUCID.
The unpaired bunches do not collide anywhere in ATLAS. This means that unpaired bunches
have the possibility to create beam-gas and beam-halo interactions which may fire a LUCID
trigger. Figure 9.2 confirms this situation where the event rate in the unparied bunches give
rise to spikes which are around four orders of magnitude lower than the paired bunches.
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Algorithm σvis σPY THIAvis
σPY THIAvis

σvis
σPHOJETvis

σPHOJETvis
σvis

(mb) (mb) (mb)

LUCID Event ”AND” 12.4± 0.1 16.0± 0.8 1.29± 0.07 17.0± 0.9 1.37± 0.07
LUCID Event ”OR” 40.2± 0.1 46.4± 2.8 1.15± 0.07 53.1± 3.2 1.32± 0.08

Table 9.1: Comparison of the visible cross sections determined from beam scans (σvis) [95] to the
predictions of the PYTHIA and PHOJET Monte Carlo generators. The errors affecting the measured
visible cross sections are statistical only.

9.3 Calibration scenario

The aim of all the calibration methods is the same, namely to determine the denominator
σvis in equation 9.1. In the VdM scan scenario σvis is determined directly by a measurement
of the beam profiles as explained in section 4.3. In the Monte Carlo calibration scenario the
σvis is determined from the product of ε and σinel.

9.3.1 Absolute calibration using Van der Meer scans

A total of three Van der Meer scans have been performed in ATLAS so far. The procedure to
obtain results for σvis from the beam scans are discussed in details in [65, 95] and the results
are given in table 9.1. The main contribution to the systematic uncertainty on σvis comes
from the uncertainty in the measurement of the beam intensities. This contribution accounts
for 10 % of the total systematic uncertainty of 11 % which is quoted in [95].

9.3.2 Absolute calibration using Monte Carlo results

A cross check of the results from the VdM scan calibration can be performed by comparing
them to the results obtained from the Monte Carlo calibrations. However, using MC sim-
ulations to find σvis presents a list of issues which must be taken into account. Since no
actual measurement of σinel has yet been preformed at 7 TeV, it is not possible to tell which
Monte Carlo generator provides the best estimate. The predictions of σinel by PYTHIA and
PHOJET differ by 6.1 % at 7 TeV (see table 6.2) and the relative composition of the cross
sections in terms of the diffractive and non-diffractive component, also differ between the two
generators. The latter is important since the visible cross section is calculated as follows:

σvis = εNDσND + εSDσSD + εSDσSD (9.2)

By inserting the values from PYTHIA and PHOJET one can obtain the Monte Carlo results
for σvis which are given in table 9.1. The uncertainties quoted for the values of σPY THIAvis

and σPHOJETvis includes systematic uncertainties. These stems from the calculation of the
efficiencies in section 7.5 and can mainly be attributed to the simulation of the LUCID
detector.
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Figure 9.3: The value of µ (a) and the instantaneous luminosity (b) as a function of the luminosity
block number for the two different event counting methods. The ratio of the ”OR” and ”AND”
methods are given below the plots for the values of µ and L.

9.4 Results

Once the event rate and the calibration constants have been extracted, the calculation of
the luminosity is straightforward. The event rate is used to calculate the values of µ for
the different luminosity algorithms as described in great details in chapter 8. Figure 9.3(a)
shows the value of µ as a function of the luminosity block number for the two event counting
methods. It can be seen that the value of µ is very small (µ ∼ 0.008 see tabel 9.2) and agrees
well between the two event counting methods throughout the entire run. Figure 9.3(b) shows
the instantaneous luminosity for the same run obtained by using equation 9.1 and the VdM
calibration.
Just as it was possible to measure the event rate for the individual bunch crossings, as was
shown in figure 9.2, so is it possible to do the same for the instantaneous luminosity. Figure
9.4 shows the time evolution of the instantaneous luminosity for each of the paired bunches
in run 159224. The luminosity is measured by using the event counting algorithm and VdM
calibration. As demonstrated in figure 9.2, the values of the luminosity are different for the
individual bunches, but the general time evolutions of all the bunches follow the same trend.
This plot proves that LUCID is capable of monitoring the luminosity for individual bunch
crossings. This a an important result for the LUCID detector since this was one of the claims
that was made to justify the construction of the detector.
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Figure 9.4: Time evolution of the instantaneous luminosity for each of the 8 paired bunches in run
159224.

Another requirement one can impose on a luminosity monitor like LUCID is that it pro-
vides self-consistent results. What is meant by self-consistent results in this context is that
the algorithms used to extract the luminosity provide results which are consistent between
each other. To test the consistency of the results one can extract the luminosities from a list
of runs with different luminosities using the two different algorithms and compare the results.
Figure 9.5 shows the relative difference between the values of the luminosity measured by the
”AND” and ”OR” algorithm as a function of µ extracted by the ”OR” algorithm. It can be
seen that the two event counting algorithms agree within 0.5 % over a range of 0.1 < µ < 2.6
demonstrating a high degree of self-consistency in the luminosity measurements done by LU-
CID.

Finally, table 9.2 shows the details of the luminosity determination for the full list of runs
used in this study and figure 9.6 shows the evolution of the integrated luminosity from the
beginning of the 2010 data-taking period.



170 Luminosity determination using the LUCID detector at
√
s = 7 TeV

LCD EvOR
µ

0 0.5 1 1.5 2 2.5

 -1
LC

D
 E

vO
R

L
LC

D 
Al

go
L

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

LCD EvAND

(a)

Figure 9.5: Relative difference of the average value of L obtained with the event counting ”AND”
algorithm as a function of µ obtained with the event counting ”OR” algorithm.

Day in 2010
25/03 25/04 26/05 26/06 27/07 27/08 27/09 28/10

]-1
To

ta
l I

nt
eg

ra
te

d 
Lu

m
in

os
ity

 [p
b

0

10

20

30

40

50

Day in 2010
25/03 25/04 26/05 26/06 27/07 27/08 27/09 28/10

]-1
To

ta
l I

nt
eg

ra
te

d 
Lu

m
in

os
ity

 [p
b

0

10

20

30

40

50
 = 7 TeVs     ATLAS Online Luminosity

LHC Delivered

ATLAS Recorded

-1Total Delivered: 40.2 pb
-1Total Recorded: 36.7 pb

(a)

Figure 9.6: Cumulative luminosity versus day delivered to (green), and recorded by ATLAS (yellow)
during stable beams and for 7 TeV centre-of-mass energy [82].



9.4 Results 171

R
u

n
N

r
o
f

L
B

n
co
ll

P
e
a
k

µ
P

e
a
k
L

∫ Ld
t

(µ
b−

1
)

st
ab

le
b

ea
m

s
(1

02
7
cm
−

2
s−

1
)

E
ve

n
t

”O
R

”
E

ve
n
t

”A
N

D
”

H
it

”O
R

”

1
52

1
6
6

1
0
5

1
0
.0

0
6

1.
03

2
9
.0

34
±

0.
01

5
9.

0
97
±

0
.0

3
3

7.
40

1
±

0.
01

5
15

2
2
21

1
72

1
0
.0

08
1.

27
3

21
.9

9
±

0.
02

5
2
1.

9
9
±

0
.0

65
21
.5

2
±

0.
0
44

1
5
24

4
1

37
1

1
0.

01
4

2.
18

0
70
.0

5
±

0.
04

1
7
0.

0
7
±

0
.0

83
68
.5

7
±

0.
0
37

1
5
48

1
7

30
0

1
0.

11
3

17
.6

41
55

5
.4
±

11
9
.4

5
58
.6
±

0
.2

1
3

5
44
.5
±

0.
0
71

15
5
6
34

2
05

3
0
.1

33
62
.4

5
1
.1

18
×

10
6
±

16
9
.7

1.
1
23
×

1
03
±

0.
3
09

1.
0
94
×

1
03
±

0
.1

0
3

1
5
56

9
7

27
0

4
0.

18
7

23
3.

1
4
.2

80
×

10
6
±

33
7
.8

4.
3
08
×

1
03
±

0
.5

8
87

4.
19

9
×

10
3
±

0
.2

05
15

8
1
16

4
50

2
1
.7

89
55

7.
5

1
.6

26
×

10
7
±

79
1
.6

1.
6
47
×

1
04
±

1.
0
62

1.
6
16
×

1
04
±

0
.4

0
2

1
5
82

6
4

29
2

2.
66

1
82

8.
8

2
.2

53
×

10
6
±

36
4
.4

2.
27

3
×

10
3
±

0.
33

3
2.

26
0
×

10
3
±

0
.1

67
15

8
2
99

7
9

2
0
.5

9
5

18
4.

5
1
.3

90
×

10
6
±

21
3
.6

1.
4
12
×

1
03
±

0.
3
35

1.
3
76
×

1
03
±

0.
1
23

15
8
5
48

2
18

4
0
.9

32
58

0.
1

1
.1

92
×

10
7
±

66
1
.5

1.
21

0
×

10
4
±

0
.9

56
1.

1
78
×

1
04
±

0.
0
44

15
8
5
82

3
56

4
1
.0

09
62

7.
2

1.
79

4
×

10
7
±

13
55

1.
82

1
×

10
4
±

1
.1

62
1.

7
74
×

1
04
±

0.
6
25

15
9
0
41

3
00

8
1
.1

54
1.

43
3
×

10
3

2.
96

9
×

10
7
±

11
02

3.
0
13
×

1
04
±

1
.5

0
5

2.
93

5
×

10
4
±

0.
62

7
1
5
92

2
4

57
6

8
1.

29
1

1.
60

6
×

10
3

6.
92

0
×

10
7
±

16
54

7.
0
19
×

1
04
±

2
.2

8
3

6.
85

0
×

10
4
±

0.
99

3
1
6
13

7
9

39
4

16
1.

32
2

3.
29

3
×

10
3

1.
05

8
×

10
8
±

23
57

1.
0
73
×

1
05
±

2
.8

2
7

1.
04

9
×

10
5
±

1.
44

2
1
6
14

0
7

10
9

16
1.

53
2

3.
81

4
×

10
3

4.
18

5
×

10
7
±

15
34

4.
2
33
×

10
4
±

1
.6

92
4.

1
64
×

1
04
±

0.
8
75

16
2
5
26

3
95

3
6

1
.6

26
9.

10
2
×

10
3

2.
80

3
×

10
8
±

56
28

2.
8
44
×

10
5
±

4
.5

17
2.

7
91
×

1
05
±

3.
1
16

16
2
6
90

3
97

3
2

2
.0

75
10
.3

4
×

10
3

3
.6

92
×

10
8
±

69
22

3.
7
36
×

10
5
±

4
.8

13
3.

6
93
×

1
05
±

3.
4
78

to
ta

l
9.

51
8
×

10
5
±

6
.9

24
9.

6
44
×

1
05
±

4.
8
13

9.
4
80
×

1
05
±

3
.4

7
3

T
ab

le
9
.2

:
D

et
ai

ls
of

th
e

lu
m

in
os

it
y

d
et

er
m

in
at

io
n

fo
r

th
e

ru
n

li
st

u
se

d
in

th
is

st
u

d
y.

T
h
e

n
u

m
b

er
s

g
iv

en
in

th
e

ta
b

le
is

fo
r

st
a
b

le
b

ea
m

co
n

d
it

io
n

s
on

ly
an

d
th

e
lu

m
in

os
it

ie
s

ar
e

ex
tr

ac
te

d
u

si
n

g
th

e
V

d
M

ca
li

b
ra

ti
o
n

sc
en

a
ri

o
.

T
h

e
q
u

o
te

d
er

ro
rs

in
th

e
ta

b
le

is
p

u
re

ly
st

a
ti

st
ic

a
l.

T
h

e
sy

st
em

a
ti

c
u

n
ce

rt
ai

n
ty

is
6

%
,

7
%

an
d

6
%

fo
r

th
e

E
ve

n
t

”O
R

”
,

E
v
en

t
”
A

N
D

”
a
n

d
H

it
”
O

R
”

m
et

h
o
d

s
re

sp
ec

ti
ve

ly
(s

ee
ta

b
le

8
.6

fo
r

d
et

a
il

s)
p

lu
s

1
1

%
fr

o
m

th
e

ca
li

b
ra

ti
on

co
n

st
an

ts
.





Part V

Luminosity measurements at
ATLAS using single gauge boson

production

This chapter outlines the feasibility of using the Z→ µ+µ− channel to measure the ab-
solute luminosity and thereby performing an absolute calibration of LUCID.



Chapter 10

Theoretical context

10.1 Introduction

It was seen in chapter 4, that one way to measure the absolute luminosity is to record the
event rate of a process with a known cross-section. In the situation where a high precision
measurement of the cross-section exits, one still needs to rely on theory to estimate the
systematic uncertainties. This means that the accuracy of a luminosity measurement using
this method is usually limited by the theoretical uncertainty on the calculated cross-section.
Two candidate processes have previously been investigated and deemed feasible for such a
measurement at ATLAS, namely W± and Z0 production. It is estimated that with the current
knowledge of PDF uncertainties and detector related effects, the absolute luminosity can be
determined from leptonic decays of W/Z bosons to about 10% [64, 96].
The analysis presented in the following chapters, builds on ideas presented in [96, 97, 98, 99,
100, 101, 102, 103, 104, 105] and outlines a possible strategy towards making an absolute
luminosity measurement at ATLAS using the Z→ µ+µ− event rate.
Knowing the theoretical cross-section for Z→ µ+µ− production, σthZ

1, the absolute luminosity
for a given data-set can be calculated from:∫

Ldt =
Nobs
Z −N bck

Z

AZ · CZ · σthZ
(10.1)

where

• Nobs
Z is the number of observed Z→ µ+µ− candidates and N bck

Z is the expected number
of background events which passes the Z→ µ+µ− selection.

• AZ describes the (fiducial/geometrical) acceptance of Z→ µ+µ− events given by the
fraction of decays satisfying the geometrical and kinematical cuts in the event selection.
Due to the nature of the acceptance it can only be determined from Monte Carlo
simulations.

• CZ denotes the total efficiency to record a Z→ µ+µ− event which falls within the
acceptance. CZ is defined as the ratio of signal events passing the full selection chain
to the total number of event generated within the acceptance.

1in the following σZ denotes the product of the cross-section and the Z→ µ+µ− branching ratio.
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Measuring σZ ·Br(Z → µ+µ−) at LHCb 59

g

g g

q (q)- q (q)-

q (q)-

q (q)-

q (q)-

g

q (q)- q (q)-

q (q)-

l+ 

l- 

l- 

l+ 

l+ 

l- 

l- 

l+ 

(b)(a)

l- 

l+ 

q-

q

p

p

!+

!-

γ*/ Z

p

p

!-

!+

!-

!+

!-

!+

!-

!+

g

g

γ*/ Z

γ*/ Z γ*/ Z

γ*/ Z

q (q)

q

q

q (q) q (q)

q (q)

q (q) q (q)q (q)

q (q)

g

g

Figure 4.1: Feyman diagram showing: (a) Drell-Yan pair production at leading order, (b) the main
higher order contributions to the Z production cross section.

section for this process is[64]

σ̂qq̄→Z =
π
3

√
2GFM2

Z(g2
V −g2

A)δ(ŝ−M2
Z) (4.3)

Here GF is the Fermi constant, MZ is the mass of the Z boson and gV and gA are the vec-
tor and axial couplings respectively. Employing the Factorisation theorem the hadronic level
cross-section can be expressed as the convolution of this partonic cross-section and a parame-
terisation of the proton’s substructure

σpp→Z =
Z

dx1dx2σ̂qq̄→Z ∑
q

[ fq/p1(x1,Q2) fq̄/p2(x2,Q2)+(q ↔ q̄)] (4.4)

where Q2 defines the scale at which the process occurs, which in the case of Z production
equals M2

Z . Here x1,2 is the momentum fraction of the incident proton carried by the collid-
ing parton, either a quark or anti-quark, where the subscript signifies whether the parton is
in the first or second proton. The fractional momenta carried by the interacting partons are
related to the rapidity of the resulting Z boson in the following way: x1,2 = MZe±y/

√
s, where√

s =14TeV. fq/p1(x1,Q2) is the probability that proton p1 contains a quark with a fraction
x1 of the proton’s momentum and fq̄/p2(x2,Q2) is the probability that the proton p2 contains
an anti-quark with a fraction x2 of the proton’s momentum. As discussed in chapter 2, these
probabilities are given by so-called parton distribution functions (PDFs) that describe the frac-
tion of the incoming proton’s momentum, x, carried by each type of parton as a function of
the square of the momentum exchanged in the hard scatter, Q2.

The higher order corrections to this cross section are substantial and are mainly due to quark-
gluon interactions (see figure 4.1(b)). Figure 4.2 shows the predicted Z production cross
section times leptonic branching ratio, for both the Tevatron and LHC, at leading order, next
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Figure 10.1: Feyman diagram showing: (a) Drell-Yan pair production at leading order, (b) the main
higher order contributions to the Z production cross section [15].

In an ideal world one could calculate both the theoretical cross section and the acceptance
with the same theory. In this case the product AZ · σthZ in equation 10.1 becomes:

AZ · σthZ =
σZ(ν)

σthZ
· σthZ = σZ(ν) (10.2)

where σZ(ν) denotes the Z cross-section within some fiducial volume ν defined by a set of
selection criteria. This means that the contribution to the systematic uncertainty in the
luminosity determination from the product AZ · σthZ can be estimated from the systematic
uncertainty in σZ(ν). It will be shown in the following sections why this is a valid assumption.

The following chapter presents a possible strategy for an absolute luminosity measurement at
ATLAS using the Z→ µ+µ− channel and is organized as follows: section 10.2 briefly reviews
the basics of Z→ µ+µ− production and gives a detailed estimate of the systematic uncer-
tainty on the cross-section. The reason to carry out this study is entirely to get a realistic
picture of the total systematic uncertainty of the absolute luminosity when calculated using
equation 10.1. Sections 11.1 and 11.2 outline the event characteristics and the procedure used
to select Z→ µ+µ− events. Data driven methods to determine the selection efficiency are also
discussed. Section 11.3 describes the various sources of background; section 11.4 presents an
optimization of the selection procedure and discusses the effects of this on both background
and signal events; finally, section 11.5 gives the result of the proposed method including an
evaluation of systematic and statistical uncertainties.

10.2 Accuracy of the predicted cross-section

The dominant production mechanism for Z bosons at hadron colliders is the Drell-Yan process
[106]. At leading order (LO) a quark - antiquark pair annihilate to form a vector boson which
then decays in to a lepton pair (see figure 10.1(a)). At higher orders (see figure 10.1(b)) the
main contribution to the cross sections comes from quark-gluon interactions which presents a
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considerable correction to the cross section at leading order. Since the final lepton pair may
also be produced via an intermediate photon γ∗, both cases should be considered together.
Z production at the LHC will occur through collisions of two sea quarks or between a valence
and a sea quark. In 15 % of the cases this will be ss̄ while the remainder of the cases will be
split between uū and dd̄. Summing over all the contribution, the leading order cross section
for Z production becomes [15]:

σ̂qq̄→Z =
π

3

√
2GFM

2
Z(g2

V − g2
A)δ(ŝ−M2

Z) (10.3)

where gV and gA are the vector and axial couplings respectively, GF is the Fermi constant
and MZ is the Z boson mass. By use of the factorization theorem [14] one can reformulate
the hadronic level cross-section as a convolution of the parton density functions of the proton
and the partonic cross-section σ̂qq̄→Z from equation 10.3:

σpp→Z =

∫
dx1dx2

∑
q

σ̂qq̄→Z [fq/p1(x1, Q
2)fq̄/p2(x2, Q

2) + (q ↔ q̄)] (10.4)

where x1,2 refers to the fraction of the original proton momentum carried by the colliding
partons. The subscript indicates which proton beam the parton belongs to and Q2 defines
the momentum scale at which the two partons collide. In the case of Z production, Q2 is
usually set equal to M2

Z . In addition to setting the scale at which the Z boson is produced,
the momentum fractions x1,2 also determine the kinematical distributions of the resulting Z
boson, exemplified by the expression for the rapidity y = ± ln(x1,2

√
s/MZ), where

√
s =7

TeV.
Perhaps the most phenomenologicaly demanding contribution to equation 10.4 comes from
the parton density functions f . The physical interpretation of the parton density functions is
that they give the probability to find a certain parton with a given momentum fraction within
the proton. In this way fq/p1(x1, Q

2) gives the probability to find a quark of flavor q with
momentum fraction x1 inside the proton p1 and vice visa for fq̄/p2(x2, Q

2). Compared to the
partonic cross-section, the PDFs cannot be fully determined from theory and must therefore
be constrained experimentally. The fact that PDFs have to be constrained by experimental
input means that predictions of σpp→Z , for unaddressed energy regions, will carry a large
systematic uncertainty due to the PDFs. Other sources of theoretical uncertainties stem from
the limitations in the order to which σ̂qq̄→Z is calculated, scale dependence and the inclusion
of final and initial state radiation. The estimation of the impact of these uncertainties on the
Z production cross-section σZ(ν) is the subject of the following sections.

10.2.1 Event generation

To study the systematic effects on the Z production cross section from theoretical uncertain-
ties one usually carries out a study using only a Monte Carlo event generator and no detector
simulation. This is done mainly to save time but also to separate the systematics related to
the hard scattering from those coming from the detector description.
When it comes to generation of Z→ µ+µ− events there are several programs to choose from
but the most widely used in this category includes PYTHIA [52, 89], HERWIG [107], ISAJET
[108] or SHERPA [109]. The assumptions behind and the range of effects included vary some-
what from program to program, but the initial conditions are the same. They all start with
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Invariant Mass (GeV/c2) Psedorapidity transverse Momentum (GeV/c)

Cut 1 Mµµ > 60 |ηµ| < 2.50 pµT > 20
Cut 2 Mµµ > 60 1.37 < |ηµ| < 1.52 pµT > 20
Cut 3 71.19 < Mµµ < 111.19 |ηµ| < 2.50 pµT > 20

Table 10.1: Selection criteria for final state muons.

hard parton scattering at a high-energy scale which are then branched into partons at lower
scales. A subsequent hadronization of the resulting partons allows for a realistic description
of the final states and the full event. Subsequently the final states can be passed though a
detector simulation which simulates the response of the detector to the final states. Reponses,
which can then be used, to predict the expected value of the kinematics of the Z boson as we
shall see in the next chapter.
The Monte Carlo event generator mentioned above, all rely on a leading order calculation of
the matrix elements. The ability to describe the production of Z bosons with a large trans-
verse momentum is affected by this since to avoid divergenses at leading order one has to
perform a leading-log resummation of the collinear terms in the shower evolution. A partial
solution to this problem is to include higher orders in the calculations. The MC genera-
tor MC@NLO [110] includes fully exclusive next-to-leading order (NLO) QCD calculations
for Z boson production at hadron colliders. MC@NLO on its own does not include a par-
ton shower algorithm and must therefore be used in combination with one of the programs
above, to obtain realistic events. Beside the missing shower algorithm, MC@NLO does not
include electroweak corrections either. These can be included in the same way as the shower-
ing/hadronization was added, namely by employing an external program. PHOTOS [111] is
an add-on program which can be combined with MC@NLO to provide realistic electroweak
corrections at NLO, which in the current situation means correction under the Z peak due
to QED final state radiation.

The study presented in this chapter has been made for dimuon final states at generator level
only. The systematic uncertainty from LO effects have been evaluated using PYTHIA6.4
and the NLO effects have been evaluated using MC@NLO in combination with HERWIG
and PHOTOS using the CTEQ6.6 PDF set [112]. The sample sizes used to study the in-
dividual systematic effects for each generator have been generated large enough so that the
statistic uncertainties are smaller than the effects under study. Three sets of experimental
cuts have been chosen to reflect the detector capabilities and to demonstrate the impact of
physics effects on the cross-section under different selection criteria (see table 10.1). The cut
of 60 GeV on the propagator mass channel (

√
ŝ > 60 GeV) has been imposed to separate the

Drell-Yan continuum at low dimuon mass, from the Z events. The last cut region (cut3) is
the one, which resembles the selection that are used in the offline selection presented in the
next chapter. Thus, this cut region is used for estimation of systematic uncertainties.

10.2.2 Uncertainties due to Initial and Final State Radiation

In the production of vector bosons, the main source of pT generation comes from initial
state radiation (ISR), where gluons are branched from the colliding partons before the hard
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scattering. The inclusion of ISR in the calculations will result in a wider pT spectrum of
the muon from Z decays as seen in figure 10.2(a). Since the acceptance of Z→ µ+µ− events
is calculated by imposing fiducial cuts (including a pT cut) on the decay products, ISR will
change the fiducial cross sections and therefore also the luminosity measurement. It is thus
necessary to investigate the level of systematic uncertainty from the ISR.
Figure 10.2(b) illustrates the effects of including final state radiation (FSR) in the description
of the Z→ µ+µ− decay. Naively it is not expected that the pT spectrum of the muons is
altered significantly by the inclusion of FSR. This is due to the fact that the muon, because of
its mass and leptonic nature, only produces small amounts of FSR in terms of bremsstrahlung.
Figure 10.2(b) confirms the expectation and the systematics from FSR can be ignored.
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Figure 10.2: Impact of including ISR (a) and FSR (b) on the pT spectrum of muons from Z-boson
decay . The black line gives the PYTHIA prediction at Born level, while the red lines give the Born
level prediction including ISR (a) and FSR (b). Both spectra have been normalized to 1.

Born Born + ISR

σZ(ν) (Cut 1) 349.06 ± 1.28 353.85 ± 1.30
σZ(ν) (Cut 2) 1.14 ± 0.06 0.98 ± 0.06
σZ(ν) (Cut 3) 338.30 ± 1.26 341.74 ± 1.27

Table 10.2: The effects of including ISR on the cross-section σZ(ν) for the various cut regions given
in table 10.1.

Table 10.2 shows a comparison between the cross-sections in the naive situation where ISR is
neglected and the full generator prediction. Turning on the ISR leads to a larger cross-section
because of the fact that a pT cut at 20 GeV removes less events when the mean pT of the
muon gets larger. However, it is obvious that a naive comparison between fully including ISR
and fully excluding ISR, highly overestimates the effect of ISR2. Another and more realistic
approach suggested by [96], is to vary the parameter λ in PYTHIA which describes the ISR.
By varying this parameter between λmin = λ/2 and λmax = 2λ it can be estimated that the

2A full description of ISR requires QCD calculations to high orders, which are not available.
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contribution to the total systematic uncertainties is 0.3%. This is to be compared to 1.0%, if
ISR is turned off altogether.
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Figure 10.3: Comparison of the pT (a) and η (b) spectrum of muons from Z-boson decay as predicted
by LO and NLO calculations. (c-e) shows a comparison of the Z boson kinematics from LO and NLO
predictions.

10.2.3 Uncertainties due to Higher Order Corrections

So far, only leading order effects have been taken into account. The next step is to investigate
the uncertainties due to effects at NLO and next-to-next-to-leading-order (NNLO). In the
following, all calculation of the Z production cross section will be done to NLO using the
MC@NLO event generator, so the real issue here it to figure out the level of systematic
uncertainty introduced by not including NNLO correction to the cross section. The reason
why this is an issue comes from the fact that the only existing NNLO Z→ µ+µ− event
generator FEWZ [113] has some serious limitations when used in standalone mode. As an
example, FEWZ cannot be used to determine the cross section and acceptance within a fiducial
volume since no higher order approximation to ISR/FSR, nor any treatment of hadronization
are included in the program. As a result FEWZ cannot be used to predict the absolute value,
but only the effects from including NNLO QCD corrections.
The full inclusive cross sections predicted by FEWZ are shown in table 10.3 for different orders
in αs. From the table it can be seen that by including NLO corrections the value of the cross
section increases by 24 %. The corresponding increase when going from NLO to NNLO is
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Z boson σLO[pb] σNLO[pb] σNNLO[pb]

inclusive (
√
ŝ > 60 GeV) 778± 1 962± 1 989± 10

Table 10.3: Predicted production cross-section of Z-boson by FEWZ [114].

only 2.9 %, indicating that the calculations converges as the order of αs increases. Another
interesting feature of table 10.3 is that the NLO and NNLO predictions are in agreement
within three standard deviations due to the relatively large error on the NNLO prediction.
The author of [96] suggests that by comparing the predicted values at LO and NLO, one can
estimate the NNLO effects on the cross-section. Figure 10.3 illustrates the differences in the
predictions at LO and NLO. From these predictions it can be calculated that the relative
difference in σZ(ν) due to corrections at NLO is 10 %. The idea is now to assume that the
changes in the fiducially cross section when going from NLO to NNLO are of the same order
as the change of the full inclusive cross-section:

∆σZ(ν)NNLO = δ ·∆σZ(ν)NLO (10.5)

Since the changes to the inclusive cross section going from NLO to NNLO was δ = 2.9% it
can be estimated using the formula above that the contribution to the systematic uncertainty
on σZ(ν) from NNLO effects is 0.3 %.

10.2.4 Scale dependence

Another source of systematics in the calculations of the cross section is the dependence on the
factorization (µF ) and renormalization scales (µR). These scales are introduced in the first
place because it is only possible to include a limited number of terms in the pertubative ex-
pansion of the cross section. As a consequence, the final result of the cross section calculation
will depend on the value which were chosen for µF and µR. In the case of Z boson production
it is customary to fix both scales at MZ and the dependency of the cross section can be studies
by variating the scales around this value. The numbers in table 10.4 gives the value of the
cross section when the scale are changed by a factor of two around MZ . It is estimated that
the contribution to the systematic uncertainty on σZ(ν) from scale dependence is 0.8%.

MZ/2 MZ 2MZ ∆σ/σ[%]

σ (Cut 1) 473.33 474.77 477.14 0.5
σ (Cut 2) 1.48 1.49 1.64 1.2
σ (Cut 3) 455.39 458.15 461.80 0.8

Table 10.4: Scale dependence of the fiducial cross-sections (in pb) for Z boson production with
Mll > 60 GeV/c2.

10.2.5 Uncertainties due to the parton density function

The parameterizations of the PDFs in equation 10.4 are phenomenological in nature and rely
on input from global fits to data. This means that both experimental and theoretical sources
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Figure 10.4: Z→ µ+µ− acceptance as a function of the PDF error set for CTEQ6.1 (a) and
MRST2001E (b).

of systematics from the PDFs will propagate into the predictions of the cross sections. A
reweighting method [101] has been used to estimate the impact of the PDF uncertainty on
the fiducial cross-section.

Reweighting Procedure : As a first step the values of the colliding parton momentum
fractions x1 and x2, along with the flavors of the partons are extracted from the Monte Carlo
truth information3 of each event. Based on this information, the values of (x1, x2, f1, f2) and
all PDF error set members can be found using the LHAPDF software [115] and subsequently
evolved to the Q2 of the reaction. A vector of weight factors w± is then assigned to each
event:

w±i =
f i1(x1, Q, S

±
i )f i2(x2, Q, S

±
i )

f i1(x1, Q, S0)f i2(x2, Q, S0)
(10.6)

where f ik(xk, Q, S
±
i ) is the PDF value for the interacting parton with momentum fraction xk.

S0 and Si± denotes the central value of the PDF and the error set pair found along the i’th
eigenvector by the Hessian method [116]. The length of the vector of weights assigned to each
event depends on the number of eigenvectors in the PDF set. For the CTEQ6.1 the number
of eigenvector is 41 while for MRST2001 the number is 31. Figure 10.4 shows the comparison
between cross-sections calculated for each PDF error set eigenvector, using CTEQ6.1 and
MRST2001E. In order to estimate the impact on σZ(ν) of the global variation, one can use
the asymmetric CTEQ master formula:

∆σ+ =

√√√√ N∑
k=1

[max(σ+
k − σ0, σ

−
k − σ0, 0)]2 (10.7)

∆σ− =

√√√√ N∑
k=1

[max(σ0 − σ+
k , σ0 − σ−k , 0)]2 (10.8)

3the particle level information before any simulation of detector effects.
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where σ0 is the cross section computed with the PDF best fit set and σ±k is computed along the
k-th eigenvector, in its ”+” and ”-” direction. Using this prescription, the induced uncertainty
on σZ(ν) from each PDF set has been calculated and is given in table 10.5. The contribution
to the systematic uncertainty is taken to be the largest deviation in cut region 3, which is
4.5%.

Cut region 1

PDF Set σ(pb) ∆σ+ ∆σ− σ(pb) ∆σ+ ∆σ− A ∆A+ ∆A−
CTEQ6.1 943 43.70 42.23 471.50 21.80 21.05 0.5001 0.0231 0.0223

MRST2001 946 21.40 26.93 507.47 10.91 15.27 0.5364 0.0115 0.01613

Cut region 2

PDF Set σ(pb) ∆σ+ ∆σ− σ(pb) ∆σ+ ∆σ− A ∆A+ ∆A−
CTEQ6.1 943 43.70 42.23 1.22 0.08 0.10 0.0013 0.0001 0.0001

MRST2001 946 21.40 26.93 0.32 0.01 0.01 0.0003 0.0001 0.0001

Cut region 3

PDF Set σ(pb) ∆σ+ ∆σ− σ(pb) ∆σ+ ∆σ− A ∆A+ ∆A−
CTEQ6.1 943 43.70 42.23 456.25 20.89 20.09 0.4838 0.0222 0.0213

MRST2001 946 21.40 26.93 491.05 10.66 14.88 0.5191 0.01127 0.0157

Table 10.5: Cross-sections σ with asymmetric uncertainties as calculated using two PDF sets for the
three cut regions defined in table 10.1.

10.3 Conclusions

The ideas and concepts behind using Z production as a way to determine the absolute lumi-
nosity has been presented. It has been argued that the cross-section within a fiducial volume
σZ(ν) can be used instead of the product of geometrical acceptance and cross-section. Various
sources of systematic uncertainty in the determination of σZ(ν) have been investigated and
listed in table 10.6. From the table it can be seen that the dominant contribution comes from
uncertainties in the PDFs.

Uncertainty Cross section ∆σ/σ[%]

FSR and ISR 0.3
Higher order QCD corrections 0.3

Scale dependence 0.8
PDF Uncertainty 4.5

Total Uncertainty 4.6

Table 10.6: Total theoretical uncertainty on the Z production cross-section σZ(ν).



Chapter 11

Single Gauge Boson Production at
the LHC

11.1 Data and Monte Carlo samples

The data sample considered for the study presented in this thesis was collected over a five-
month period, from April to August 2010. The application of basic beam-, detector- and
data-quality requirements resulted in total integrated luminosity of 3.37 pb−1.
The events used in this analysis are all selected by a single muon trigger. In the early data
taking period where the luminosity and the event rate was low, it was sufficient to employ
only the level 1 trigger. The application of higher level triggers will in this case not change
the efficiency. The algorithm behind the trigger selection is designed to search for hit pat-
terns, in a specific rapidity range, consistent with a muon track coming from the interaction
point. Such tracks in general deposits a series of hits in coincidence on a path from the IP
throughout the detector. The width of the path is fixed by the pT threshold in the trigger
item due to the relationship between the pT of a particle and the curvature. The Z→ µ+µ−

candidates are then reconstructed from the sample of triggered events.
The results presented in this study are compared to expectations based on Monte Carlo
simulations. The signal and background samples used are generated at

√
s = 7 TeV using

PYTHIA and the CTEQ6.6 PDF sets. Just as for the generator level study in the previous
chapter, photon radiation is handled by PHOTOS [111] and τ decays in the background sam-
ples are simulated by TAUOLA [117]. The detector simulation is done using GEANT4 within
ATHENA version 15.5.1 and the digitization and reconstruction were done with the same
version of ATHENA. The different samples used in the study presented here are summarized
in table 11.4 and will be discussed further in section 11.3.

11.2 Event selection

The experimental signature from Z→ µ+µ− decays is very clean due to the presence of two
high-pT muon tracks in the final state. This means that Z events in the muonic channel
should in principle be easy to identify and reconstruct. In the following it will be discussed
which kind of cuts have been applied to select the Z→ µ+µ− candidates. The study of the
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Figure 11.1: Characteristics of muons from Z→ µµ decays: (a) Transverse momentum distribution
(b) pseudo-rapidity distribution (c) azimutal angle φ distribution (d)(e) pT and charged track activity
for particles within a 0.3 R-cone around the selected muon. Each plot compares the reconstructed
information with the truth information. The offline kinematic cuts described in section 11.2 are
highlighted.
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Figure 11.2: Z→ µµ event characterisics: (a) Transverse momentum distribution (b) pseudo-rapidity
distribution (c) azimutal angle φ distribution for muon with lower IPS. Each plot compares the recon-
structed information with the truth information.
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event selection has been carried out using only signal events from MC but the results from
real data will be given in section 11.5 after the various background contributions have been
addressed.

Trigger : The first step of the selection procedure is to identify events which could
potentially contain a Z candidate. In this study it has been required that all events must
pass the mu10 trigger in the event filter. The trigger selection ensures that all selected events
contain at least one muon with transverse momentum larger than 10 GeV. In real data a
series of additional requirements has been imposed to single out the collision candidates from
background events from cosmic rays or beam-halo. Among these requirements, which are
imposed in the level 1 trigger, are a selection which finds at least three tracks coming from a
primary vertex with a position consistent with the beam-spot position. Such selection is not
required for MC data where each event is from a collision.

Pre-selection : A set of kinematical pre-selection cuts are imposed on the data sample
selected by the trigger requirement. In the pre-selection, the existence of two opposite charged
tracks is required. Each track must have a transverse momentum larger than 5 GeV and have
a pseudo-rapidity smaller than 2.5 (|η| < 2.5). This is done in order to further clean up the
sample by removing events which do not contain two muons. Figure 11.1(a) to 11.1(c) show
the kinematics of the muons from Z→ µ+µ− candidates before the preselection is applied.

pT check : While muons from Z→ µ+µ− decays in general have a large pT (see figure
11.1(a)), muons from background events in general have a low pT . To filter out backgrounds
events it is required that each muon candidate has a pT larger than 20 GeV.

Isolation cut : A source of background to the Z→ µ+µ− sample are events which
contains a number of high pT jets. Such jets are likely to contain muons from kaon and pion
decays and heavy flavored hadron decays and could therefore be misinterpret as a muon from
a Z decay. Because of the hadronic nature of the jets, these types of muons will typically
be accompanied by a large number of particles and can therefore be removed by applying
a track-based isolation cut. For this study the isolation cut requires that the sum of the
track-pT in a cone of ∆R = 0.3 around the muon candidate is smaller than 5 GeV and that
the number of charged tracks within the same cone is less than 6. Figure 11.1(d) and 11.1(e)
show the track isolation cuts after preselection.

IP cut : To remove uncorrelated muons it has been required that the two muon candidates
have a common vertex no more than 5 mm from the interaction point.

Mµµ cut : To remove low mass Drell-Yan products it has been required that the muon
pair is in a mass window of 20 GeV around the Z mass.

The cut-flow is summarized in table 11.1.
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Cut name Object Values

Trigger EF trigger track mu10 (#µ > 1, pT > 10 GeV)

Pre-selection 2 combined track pT > 5 GeV and |η| < 2.5

pT cut 2 combined track pT > 20 GeV

Isolation cut pT activity with a 0.3 cone
∑
pIDT < 5 GeV

track activity with a 0.3 cone Ntrack < 6
opposite charge q1 · q2 < 0

IP cut distance to vertex |vtx− d0| < 5mm, |vtx− z0| < 5mm

Mass cut mass window 71.19 ≤Mµµ[GeV ] ≤ 111.19

Table 11.1: Event selection in the Z→ µµ analysis.

11.2.1 Kinematics of selected sample

Figure 11.2 shows the kinematic distributions (pT , rapidity and mass) from MC of the
Z→ µ+µ− candidates which have passed the full set of selection cuts (except for the mass
cut). It is seen that the shape of the distributions of the reconstructed quantities is similar
to the distributions obtained at generator level (truth information). This means that the
Z→ µ+µ− reconstruction efficiency is more or less uniform throughout the kinematical range.
This is also the case for the dimuon mass of Z candidates, as can be seen from figure 11.2(c).

11.2.2 Efficiency determination

The correction factor CZ is, as mentioned above, the total efficiency to record a Z→ µ+µ−

event which falls within the geometrical acceptance. To determine the value of CZ it must
be broken down into the individual factors which come from detector-related efficiencies such
as reconstruction, identification and triggering on leptons. Rewriting CZ in terms of the
individual factors, one gets:

CZ = εZevent · (εZlep)2 · [1− (1− εZtrig)2] · wZ (11.1)

where εevent denotes the efficiency to reconstruct the Z from the sample of muon candidates.
This selection includes the primary vertex and mass requirement and the efficiency has been
determined to be 0.956 from MC by considering the change in efficiency for the two last steps
in table 11.1.
εlep denotes the single lepton identification/reconstruction efficiency and εtrig denotes the
trigger efficiency with respect to selected muon candidates. Both of these efficiencies can be
determined by the so-called Tag&Probe method which will be discussed in greater details
below.
The factor wZ is introduced ad-hoc to correct for the fact that the Monte Carlo simulation do
not describe fully the situation in real data. wZ is therefore a correction factor which is meant
to correct for any sort of effects which can not be modeled by Monte Carlo simulations. The
basic idea is to take full advantage of MC simulations of the detector response and kinematics
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Figure 11.3: Distribution of selected probes in the η − φ plane (a) and η − pT plane (b) for the
EF mu10 trigger item.

to extract a MC based efficiency determination and then to correct it for experimental effects
determined from data-driven methods. This correction factor is derived from the ratio of
global event selection efficiencies calculated in data and MC samples:

wZ =
∑

mc−selected

εZdata(pT , η)

εZMC(pT , η)
(11.2)

where the sum runs over all the MC-signal selected events and εZdata and εZMC are calculated
from single particle efficiencies extracted from data using the Tag&Probe method.

The Tag&Probe method

The fundamental idea behind the Tag&Probe method (TP) is to construct a data-driven
method to determine single particle efficiencies by using the known decay channels of certain
resonances. As an example, it is possible to determine the reconstruction and trigger effi-
ciencies of a single muon by looking at Z→ µ+µ− decays. First a muon, the tag, is selected
from the set of reconstructed muons using all subdetectors and trigger information available.
Secondly, another muon candidate is selected based only on the information from the inner
detector e.g without using information from the muon spectrometer. If the invariant mass of
the tag and probe pair is sufficiently close to the Z mass, then it can be tested if a track in
the muon system can be associated to the probe-muon. A direct determination of the overall
track reconstruction efficiency of the muon spectrometer is thereby possible by applying this
method to a large sample of Z→ µ+µ− candidates. The selection requirement used to iden-
tify the tag and probe tracks can be found in table 11.2.
Figure 11.3 shows distributions of selected probes in the η−φ and the η−pT plane for events



188 Single Gauge Boson Production at the LHC

Reco eff. Selection cuts

Tag - Associated 10 GeV single muon trigger (EF mu10)
- Tight track based isolation requirement within a cone-radius of 0.3
- Combined reconstructed muon track with pT > 5 GeV and |η| < 2.5

Probe - Inner Detector track with pT > 5 GeV and |η| < 2.5
- Tight track based isolation requirement within a cone-radius of 0.3

Table 11.2: Tag and probe conditions for efficiency determination.

selected by the EF mu10 trigger item. The muon trigger efficiency can be determined by using
a second type of muon probes. By choosing probes which are identified by the muon system
only, it is possible to calculated the trigger efficiency with respect to the reconstruction.
Figure 11.4 shows the trigger and reconstruction efficiencies as a function of the probe pT and
η. The efficiencies have been determined from MC data both using the cut-flow method (MC)
based on the simulated information and from the Tag&Probe method. With one exception,
all the estimates from the TP method are statistically compatible with the MC prediction.
The exception is the trigger efficiency as a function of η, where the TP method slightly over-
estimates the efficiency. In order to get the overall trigger and reconstruction efficiencies εtrig
and εlep, efficiency maps as a function of pT and η are created. The overall efficiencies are
then found by taking the average over all the (pT , η) bins weighted by the uncertainty in each
bin. The final results, including wZ , are summarized in table 11.3.

Central value uncertainty

εevent 0.956 0.4%
εlep 0.916 1.7 %
εtrig 0.808 2.8 %
wZ 1.008 0.1 %

CZ 0.779 3.3 %

Table 11.3: Efficiency factors and wZ as well as their relative uncertainties which enter the calculation
of the correction factor CZ . The uncertainties are determined by taking the difference between the
MC prediction and TP values.

It should be noted here that all efficiencies presented in this chapter have been calculated
using MC data only. This has been done since the sample of Z→ µ+µ− candidates at the
time of the analysis was not large enough to determine the efficiencies without a large sta-
tistical error. This also means that the plots in figure 11.4 only can be used to illustrate
the difference between the cut-flow analysis and the Tag&Probe method in MC and not the
difference between the efficiencies found in data and MC. For the same reason, the value of
wZ will by construction be close to unity. However, studies indicate that efficiencies found in
real data is in good agreement with the Monte Carlo predictions [105].
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Figure 11.4: Trigger (top) and reconstruction (bottom) efficiency as function of muon pT (a)(c) and
η (b)(d). Each plot shows the efficiency extracted from MC and by the Tag&Probe method (TP).

11.3 Background processes

It is not expected that the background will have a large impact on the ability to extract
the Z signal from data. The experimental signature of the Z boson in the lepton channel is
essentially background-free. This is especially true for the muon channel, since muons can
be identified in ATLAS using only the muon spectrometer in stand-alone mode. However,
some background will be present and it is important to identify and correct for it in order to
obtain a precise measurement of the absolute luminosity. If the background is not taken into
account, then the determination of the luminosity from Z counting will overestimate the final
result (see equation 10.1).
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Sample Process Generator level cuts εg × σ(pb) L(pb−1)

Z → µµ pp→ Z/γ∗ → µµ (*) #µ ≥ 1, |η| < 2.8 850 350
Z → ττ pp→ Z/γ∗ → ττ (*) - 989 600
W → µν pp→W → µν #µ ≥ 1, |η| < 2.8 8263 120

Dijet pp→ jet+ jet - 1150× 103 0.3
tt̄ pp→ tt̄X (**) - 80 2500

bb̄→ µµX pp→ bb̄X #µ ≥ 1, |η| < 2.5, pT > 15 GeV 70.2× 103 60
cc̄→ µµX pp→ cc̄X #µ ≥ 1, |η| < 2.5, pT > 15 GeV 27.0× 103 55

Table 11.4: List of data samples used in analysis together with their generator-level cuts, cross-
sections and the processed integrated luminosity. (*)

√
ŝ > 60 GeV (**)

√
ŝ > 160 GeV.

The dominating background to the Z signal comes from events in which two or more high pT
muons are produced by sources other than a Z→ µ+µ− decay. Candidates for such processes
could for instance be decays of Z bosons in other channels and processes which leads to
multi-jet production. In the following, the individual background sources will be addressed
and their relative importance will be studied using MC simulations.

11.3.1 Electroweak processes

Z → ττ events, where both taus decay to muons and neutrinos is an example of a process
which might be misidentified as Z→ µ+µ− decays. Z bosons reconstructed in this way will
in general have a lower mass since only a fraction of the tau 4-momentum will be carried by
the muon. Thus, such a background contribution can be partially removed with the mass
cut on the dimuon mass. Other sources of electroweak background include W → µν decays
combined with a jet that contained a high pT muon. Also the production of W+W− pairs
from tt̄ decays and their subsequent decay to muons presents a potential source of background
events.

11.3.2 QCD processes

The main QCD background contribution is expected to come from heavy-flavor decays. Pro-
duction of b/c quarks will lead to the formation of B and C hadrons which will lead to the
production of muons through the decay of the hadrons. These processes can only present a
potential background contribution if the final states contains a muon pair. Since both the B
and C hadrons have many decay channels it has been required in the simulation (to save cpu
resources) that the hadrons decay semi-leptonically to muons: bb̄ → µµ + X. In a similar
way the background contribution due to the decay cc̄ → µµ + X has also been investigated.
Because of the relative large cross section of these processes compared to the Z production
cross section, such events could potentially constitute a significant background contribution.
However, one thing sets the muons produced from these sources apart from the muon from
Z→ µ+µ− decays, namely that they in general have a much softer pT spectrum. Additionally,
since these muons are produced in a jet from a secondary vertex it will be possible to remove
them by only selecting high-pT muons associated with the primary vertex.
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Figure 11.5: Relative background contribution: Transverse momentum (a) and pseudo-rapidity of
muons (b) after trigger and pre-selection.

The QCD background contribution can be further reduced (as illustrated in the next sec-
tion) by imposing the isolation requirement mentioned earlier.

11.3.3 Background estimate

Table 11.4 summarizes the different background and signal samples which have been consid-
ered in this study. Figure 11.5 illustrates the relative background contributions to the muon
pT and η spectra after trigger and pre-selection. Each background contribution has been
scaled by the respective cross-section, and normalized to the integrated luminosity of the
Z→ µ+µ− sample. The background contributions are, as expected, fairly small compared to
the signal events, even at an early stage in the selection procedure. Since the background
contributions in general are softer than the signal events, applying a harder pT cut can further
reduce them. The QCD background can be further reduced by imposing the lepton isolation
requirements described in table 11.1. Figure 11.6 illustrates how the QCD background can
be reduced by applying cuts on the pT sum and the number of tracks in a cone around the
selected muon. Figure 11.7 shows the dimuon invariant mass distributions in the two final
steps of the selection procedure. It can be seen that the main background contributions to
the final Z→ µ+µ− sample come from Z → ττ and tt̄ decays. Figure 11.8 shows the selection
efficiencies of the signal event and the main background contributions for different steps of
the selection procedure. Table 11.5 summarizes the cut-flow for all the samples used in this
study and estimates the number of Z→ µ+µ− candidates produced per pb−1 for each sample.
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Figure 11.6: pT activity within a 0.3 cone (a) and track activity within a 0.3 cone of muons (b) after
pT cut.
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Figure 11.7: The dimuon invariant mass distributions for the signal and background processes: (a)
after the IP cut has been applied and (b) after the final Mµµ cut is applied.

11.4 Optimization of the selection procedure

With the background samples at hand, an optimization of the selection cuts can be carried
out. Usually the specific values of the selection cuts are found by maximizing the signal
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Figure 11.8: Cut-flow efficiencies for the signal events and the two main background contributions.
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Figure 11.9: Optimization of the selection procedure: pT cut.

significance:

Sig(S,B) =
S√
B

(11.3)

where S is the total number of observed Z bosons in the muon channel and B is the amount
of background under the signal in a three standard deviation window around the mean value.
In this optimization, both S and B are taken from MC. It is also possible to perform an
optimization where the S is taken from data and B from MC. This type of optimization often
gives the most realistic outcome. Nevertheless, we refrain from this type of optimization here,
since the data sample at the time of the analysis was not large enough to facilitate such an
analysis. The figure in the top half of figure 11.9 shows how the significance of the Z→ µ+µ−

signal depends on the pT cut value. The second plot (bottom) shows the cut efficiency as a
function of the pT cut value. The dots represent the effect of the cut on the signal, while the
solid histogram represents the background. The remaining optimization plots can be found in
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Cut % Z → µµ Z → ττ W → µν di-jet tt̄ bb̄→ µX cc̄→ µX

Trigger 83.94 10.77 66.54 1.91 36.56 5.10 79.06
Pre-selection 53.25 0.93 0.24 0.24 10.21 0.12 4.52
muon pT cut 46.59 0.12 0.01 0.02 2.84 0.10 0.13
Isolation cut 45.81 0.12 0.93× 10−3 0.0 1.21 0.20× 10−5 0.56× 10−3

IP cut 45.75 0.11 0.93× 10−3 0.0 1.18 0.20× 10−5 0.42× 10−3

Mµµ cut 43.79 0.02 0.35× 10−3 0.0 0.376 0.2× 10−5 0.00

Events per pb−1 374.01 0.16 0.03 0.00 0.30 0.02 0.00

374.01 0.51 ( 0.13 %)

Table 11.5: Absolute (A× ε) cut-flow efficiencies for the Z→ µ+µ− selection procedure. Efficiencies
are calculated using the samples stated in table 11.4.

appendix C. The optimization has been carried out under the assumption that the selection
cuts are uncorrelated and the final results are given in table 11.5.

11.5 Signal extraction and absolute luminosity calculation

A set of Z→ µ+µ− candidates has been obtained by applying the selection procedure to the
real data sample1 described in section 11.1. Figure 11.10 shows the invariant mass distribution
of the Z candidates. The number of Z candidates in the data sample is extracted by fitting
the invariant mass spectrum with a combination of a Breit-Wigner to describe the signal and
an exponential function to describe the background. The motivation for choosing an exponen-
tial to describe the background is that the available phase space for dimuon decays dictates
this type of behavior. From the fit one gets that a total of 1127 Z→ µ+µ− candidates pass
all requirements within the invariant mass window Mµµ = 71.2 -111.2 GeV. A slightly larger
width of the Z signal is observed when compared to MC. This is expected [104] and is due
to inner-detector alignment modes affecting high-pT tracks and a misalignments of the muon
spectrometer in the forward region. The kinematical distribution of Z candidates and muons
from Z→ µ+µ− decays can be compared to the MC predictions as a further cross check and
consistency check. Figure 11.11 shows that agreement between the observed spectra and the
predicted ones is quite good and compatible within the statistical uncertainties. However,
when Z boson production is used to determine the absolute luminosity, the interesting quan-
tity is the number of Z→ µ+µ− candidates. This number is found as the number of entries
in the invariant mass distribution. In this way a total of 1057 Z→ µ+µ− candidates were
found with ∼ 2 expected from background.

11.5.1 Systematic Uncertainties

The correction factor CZ was determined using Monte Carlo simulations and the results are
given in table 11.3. The systematic uncertainties on CZ according to [105] includes contri-

1The data sample was recorded in the period from Apr 11 to Aug 29 corresponding to the LHC fills from
1032 to 1309.
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Figure 11.10: Invariant mass Mµµ of Z candidates in log scale (a) linear scale (b). The breakdown of
the various background contributions is also shown in figure (a) where all contributions are normalized
to the same luminosity. In figure (b) only the Z→ µ+µ− MC distribution is superimposed after being
normalized to the integral of the distribution in data.

butions from uncertainties in the momentum scale resolution and isolation/reconstruction
efficiencies. The estimation of these uncertainties is time consuming and due to the time
constraints imposed on the analysis carried out in this thesis, it has been chosen to use the
numbers quoted in [105]. Here a total systematic uncertainty of 5.5 % is quoted for CZ .
The total systematic uncertainty on σZ(ν) was estimated in chapter 10.2 to be 4.6 %, including
contributions from such sources as ISR/FSR, higher order corrections and PDF uncertainties.
The actual value for σZ(ν) is taken from the NNLO estimate by FEWZ which quotes a value
of 989 pb [114]. Since the number needed for the calculation of the absolute luminosity is the
fiducial cross-section, the fully inclusive value must be multiplied by the acceptance. With
the acceptance (AZ = 0.476) calculated from MC the fiducial cross section is found to be
σZ(ν) = 470.76 pb.
It should be noted here that the reason why the measured cross-section quoted in [105] is not
used in this analysis is obviously to avoid a circular argument. The measured cross-section
cannot be used to measure a luminosity which was used to determine the cross-section.

11.5.2 Results

The final numbers necessary to determine the absolute luminosity from Z counting are sum-
marized in table 11.6.
If these are inserted in equation 10.1 one finds an integrated luminosity of 2.88 pb−1 which is
about 14 % lower than the value found by LUCID for the same data taking period using the
VdM calibration. If the Monte Carlo calibration of LUCID is used instead, the value is only
1 % lower for PYTHIA and 13 % higher for PHOJET (see table 9.1). A detailed comparison
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Figure 11.11: Kinematical distributions: pT and η distributions of muons from Z→ µ+µ− decays
after final selection (a)(b). pT and rapidity distributions of Z→ µ+µ− candidate after final selection
(c)(d). The breakdown of the various background contributions are also shown in this figure. All
contributions are normalized to the luminosity measured by LUCID and indicated in the plots.

Nobs
Z→ µ+µ− N back

Z→ µ+µ− σZ(ν)[pb] CZ

central value 1057 1.38 470.76 0.779
stat error 33 0.05 4.76 0.033
sys. uncert. - - 19.06 0.055

Table 11.6: Final numbers used to calculate the integrated luminosity for the data set.
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between the luminosity measured by Z counting and by LUCID is given below.∫
Ldt (Z→ µ+µ−) = 2.88± 0.15(stat.)± 0.23(sys.) pb−1

∫
Ldt (LUCID) =


3.37± (� 0.01)(stat.)± 0.37(sys.) pb−1 (VDM calib.)

2.92± (� 0.01)(stat.)± 0.18(sys.) pb−1 (MC calib. PYTHIA)

2.55± (� 0.01)(stat.)± 0.15(sys.) pb−1 (MC calib. PHOJET)

The luminosity determined from the three methods agree within one standard deviation.
The dominating contribution to the error in both measurements, comes from the systematic
uncertainty. In the case of LUCID, the dominating contribution is the uncertainty on the
calibration procedure both when the VdM calibration is used and when the MC calibration
is used. For the VdM calibration the systematics is almost entirely due to the measure of
the beam intensities as mentioned in chapter 9. For the MC calibration the main systematic
uncertainty can be ascribed to the efficiency determination which is necessary to calculate
σvis (see table 7.9). In Z counting, the dominating contribution comes from the uncertainty
in CZ . Figure 11.12 gives a graphical comparison of the integrated luminosities determined
by the different methods. The uncertainty on the data points is taken as the quadratic sum
of the statistical and systematic uncertainties.
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Figure 11.12: Comparison of the integrated luminosities determined by the different methods.

11.6 Summary and conclusion

A procedure to select Z→ µ+µ− events has been presented. The procedure consists in a series
of selection cuts which are imposed on the data sample in a specific order. Each selection cut
has been described and justified by a Monte Carlo study where the effect of each selection
cut on the signal and background samples has been investigated. The value of the selection
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cuts has been optimized to give the largest value of signal significance. The total efficiency
to select and reconstruct the Z→ µ+µ− decays has been calculated using both the cut-flow
and the Tag&Probe methods and the results were compared.
The selection procedure are used to extract the Z→ µ+µ− candidates from the data set
recorded by the ATLAS detector in the period from April to August 2010. The result is a
sample consisting of 1057 Z→ µ+µ− candidates which corresponds to an integrated luminos-
ity of 2.88 pb−1 when the expected background contributions has been subtracted. This value
is 14 % lower than the value determined by the LUCID detector when the VdM calibration
is used although the two values are compatible within the uncertainties. The corresponding
value for the MC calibration of LUCID is 1 % and 13 % derivation for PYTHIA and PHOJET
respectively. In the case of the measurement by LUCID the main contributions to systematic
uncertainty comes from the uncertainties in the calibration methods. When the luminosity
is calculated from Z production then the systematic uncertainty is dominated by the PDF
uncertainties. Despite the slight underestimation of the luminosity, Z production might still
prove to be useful in the future. If not as a direct measurement of the luminosity then as
a cross check of the dedicated luminosity monitors. The method also has the potential to
provide a more precise measurement when the rate is higher and the uncertainties on the
PDFs have been further constrained at 7 TeV. It has been shown that this method can be
used to provide an accurate calibration of luminosity monitors like LUCID.



Chapter 12

Summary and outlook

The aim of this thesis was firstly to describe and validate the detector description of LUCID
which has been implemented in the global ATLAS software framework. Secondly, to derive
algorithms to determine the luminosity and based on the simulation of LUCID to test the
precision of these. Thirdly, to study the feasibility of using Z0 production as a alternative
way to measure the luminosity or to calibrate LUCID.

A detailed description of the LUCID detector has been implemented in the ATLAS soft-
ware framework. This description incorporates all major effects needed to obtain a realis-
tic description of light production and propagation in a detector based on the detection of
Cerenkov light. The detector description has been validated through a series of tests aimed
at studying the response in different situations. It was seen that the dominating contribu-
tion to the signal in LUCID is from secondary particles. It was however concluded, that
since the number of secondaries are proportional to the number of primaries, secondaries will
not constitute a background to the luminosity measurement. The simulation of the read-
out electronics for LUCID was also addressed and it was concluded that a realistic simulation
of the PMT dynode-chain leads to a more realistic simulation of the PMT response as a whole.

The performance of LUCID was addressed in chapter 7 by comparing results from the early
2010 data-taking period with predictions from the simulations. It was concluded from these
comparisons that the simulation of LUCID in general describes data well. Discrepancies were
seen at the level of the collected charge distributions for the individual tubes but the agree-
ment of the overall hit multiplicity distribution is good. Several techniques to calculate the
efficiency of LUCID have been described and the results for each method has been presented.

It has been argued in several places in this thesis that the main difficulty in measuring
the luminosity at LHC is detector related effects caused by pile-up. The precision of the final
luminosity determination therefore depends on the ability to minimize these effects in the
luminosity algorithms.
Two classes of luminosity algorithms have been presented and applied to the signals from the
LUCID detector in chapter 8. The first class has been designed to be operated online and to
extract the luminosity using two different counting methods, namely event and hit counting.
The second class of luminosity algorithms are designed to be applied offline. Belonging to
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this category is a method, which uses the hit multiplicity distributions, obtained at low lu-
minosity (µ � 1) to extract the luminosity. The performance of all methods were evaluated
using Monte Carlo simulations.
It was shown that by using a combinatorial model which includes saturation effects, it was
possible to obtain reliable predictions of the luminosity up until µ ∼ 8-10 for event counting
and µ ∼ 1-2 for hit counting. This is to be compared to a usable range of µ < 2 if a linear
approximation to the combinatorial model is used.
The overall conclusion was therefore that the best online methods to use are the event count-
ing methods in the full combinatorial model. The systematic uncertainty for these methods
is at the order of 6-7 % over a range from µ = 0 to µ = 8-10. It can also be concluded that
the inability to precisely predict the luminosity at high values of µ is to a large degree caused
by the inability to incorporate migration effects in the combinatorial model.
An empirical model was introduced as an attempt to parametrize the non-linear effect by
polynomial fits to the event and hit rate. With this approach the luminosity can be measured
correctly up to a µ value of around 6 with event counting and 25 with hit counting. The
limitations of this approach are that the fit procedure in itself introduces an additional source
of systematic uncertainty which in turns leads to a less precise luminosity determination.
A final attempt to minimize the non-linear effects was presented by introducing a new method
that uses the full hit multiplicity distribution to determine the luminosity offline. The re-
sults show that the method is linear and provides reliable luminosity predictions in the range
(0.5 ≤ µ ≤ 25). With very small fluctuations and a total systematic uncertainty of 5 % this
method has proven to be the most precise luminosity algorithm presented in this thesis.

A method to measure the absolute luminosity using the production of Z0 boson was out-
lined in the last part of the thesis. Each step of the procedure to select Z→ µ+µ− events has
been studied in detail using Monte Carlo simulations of the various background and signal
samples. The total efficiency to select and reconstruct the Z→ µ+µ− decays has been calcu-
lated using both the cut-flow and the Tag&Probe methods and the results are compared.
The selection procedure has been applied to a data sample recorded by the ATLAS detector
over a period of 5 month and the resulting integrated luminosity determined from the number
of reconstructed Z→ µ+µ− decays was found to be 2.88 pb−1. This number is about 14%
lower than the value obtained by LUCID using the VdM calibration. The corresponding
value for the Monte Carlo calibration of LUCID is 1 % and 13 % derivation for PYTHIA
and PHOJET respectively. All values are however compatible due to the large systematic
uncertainty. Despite the slight underestimation of the luminosity it can still be concluded
that Z production proves to be a very promising way to determine the absolute luminosity
already at the current stage of data taking.

Outlook

Of the different luminosity algorithms presented in this thesis especially the offline algorithm
based on hit multiplicity distributions shows potential. It has been proven to be very stable
and linear over almost the full luminosity range of the LHC. Furthermore, the method proves
to be the one which is least affected by the systematic uncertainties and it therefore also
has the prospect of providing the most precise measurement of the luminosity. This method,
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however, remains to be applied to real data offline. An interesting project for the future
would be to use this method to cross check results from the online methods. It might even
be possible to implement the method to run online averaged over LumiBlocks. However, the
real justification of this model is that so far it has proven to be the only luminosity algorithm
which is able to provide a precise measurement at luminosities close to the design luminosity.
Another method which show great potential for the future, is the resonance counting method.
In this thesis only the Z→ µ+µ− channel has been investigated but also the electron channel
could be used. The production of W± bosons or J/ψ mesons could furthermore be used in
a similar way. A limiting factor on the precision in these measurements is the relative poor
knowledge of the PDFs at 7 TeV. It has been shown in this thesis that the PDF uncertainties
constitutes the largest contribution to the total systematic uncertainty in this method. At a
later stage when the PDFs have been further constraint at 7 TeV, gauge boson production
could therefore potentially be a very useful way of measuring the luminosity.
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Appendix A

Simulation of LUCID - Systematic
uncertainties

Signal amplitude A

Rel. change in % Gas temperature Gas pressure Tube polish∗

−10% 103.03± 0.60 93.92± 0.57 84.01± 0.44
0% 97.71± 0.50 97.72± 0.50 (−5%)92.72± 0.50
10% 92.46± 0.76 102.75± 0.55 97.72± 0.50

Signal width σA

Rel. change in % Gas temperature Gas pressure Tube polish∗

−10% 11.15± 0.54 10.72± 0.51 9.65± 0.39
0% 11.86± 0.42 11.86± 0.42 (−5%)10.49± 0.44
10% 10.58± 0.54 11.02± 0.77 (0%)11.86± 0.42

Table A.1: Stability of signal amplitude (A) (upper part) and signal width σA (lower part) as a
function of variation in the simulation parameters. The variation of the tube has been carried out in
the range from -10 % to 0% since it is not possible to increase the value beyond already used in the
simulation.
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σA/A

Rel. change in % GPMT GAMP Qnoise

−10% 0.129± 0.014 0.123± 0.013 0.122± 0.013
−9% 0.127± 0.014 0.124± 0.013 0.124± 0.013
−8% 0.126± 0.012 0.124± 0.013 0.122± 0.013
−7% 0.126± 0.013 0.123± 0.013 0.125± 0.013
−6% 0.125± 0.013 0.125± 0.013 0.124± 0.013
−5% 0.127± 0.013 0.123± 0.013 0.120± 0.013
−4% 0.127± 0.013 0.124± 0.013 0.124± 0.013
−3% 0.127± 0.013 0.127± 0.013 0.122± 0.013
−2% 0.124± 0.012 0.124± 0.013 0.123± 0.013
−1% 0.125± 0.013 0.124± 0.014 0.121± 0.013
0% 0.123± 0.012 0.123± 0.014 0.123± 0.013
1% 0.123± 0.013 0.124± 0.012 0.124± 0.013
2% 0.123± 0.013 0.125± 0.013 0.122± 0.013
3% 0.121± 0.013 0.125± 0.013 0.125± 0.013
4% 0.121± 0.013 0.121± 0.013 0.122± 0.013
5% 0.123± 0.014 0.123± 0.013 0.122± 0.013
6% 0.121± 0.014 0.124± 0.013 0.124± 0.013
7% 0.120± 0.013 0.121± 0.013 0.123± 0.013
8% 0.118± 0.013 0.124± 0.013 0.124± 0.013
9% 0.120± 0.013 0.124± 0.013 0.123± 0.012
10% 0.119± 0.013 0.123± 0.012 0.122± 0.013

F

Rel. change in % GPMT GAMP Qnoise

−10% 1.411± 0.014 1.383± 0.013 1.519± 0.013
−9% 1.413± 0.013 1.405± 0.013 1.550± 0.013
−8% 1.446± 0.013 1.447± 0.014 1.502± 0.013
−7% 1.387± 0.013 1.433± 0.013 1.580± 0.013
−6% 1.481± 0.013 1.499± 0.014 1.544± 0.013
−5% 1.514± 0.013 1.453± 0.014 1.463± 0.013
−4% 1.504± 0.014 1.503± 0.014 1.566± 0.013
−3% 1.492± 0.013 1.584± 0.014 1.508± 0.013
−2% 1.501± 0.013 1.533± 0.013 1.536± 0.013
−1% 1.565± 0.013 1.539± 0.014 1.472± 0.013
0% 1.531± 0.013 1.529± 0.014 1.520± 0.013
1% 1.535± 0.013 1.559± 0.013 1.544± 0.013
2% 1.562± 0.014 1.608± 0.014 1.502± 0.013
3% 1.517± 0.013 1.633± 0.014 1.590± 0.013
4% 1.640± 0.013 1.522± 0.013 1.494± 0.014
5% 1.638± 0.014 1.594± 0.013 1.502± 0.013
6% 1.583± 0.013 1.666± 0.014 1.562± 0.013
7% 1.672± 0.014 1.590± 0.013 1.534± 0.013
8% 1.665± 0.013 1.678± 0.013 1.566± 0.014
9% 1.648± 0.013 1.693± 0.013 1.539± 0.013
10% 1.724± 0.012 1.692± 0.013 1.503± 0.013

Table A.2: Stability of σ2
A/A (upper part) and F (lower part) as a function of the parameters used

in the simulation of the PMT response.
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Tube number λlow [p.e] σλlow [p.e] λhigh [p.e] σλhigh [p.e]

MC

all tubes 35.554± 0.073 7.777± 9.736× 10−3 100.301± 0.289 11.300± 0.283

Data 2010 - Side A

tube 0 41.614± 0.155 9.448± 0.208 110.062± 0.270 9.923± 0.293
tube 2 41.176± 0.149 8.847± 0.191 113.571± 0.275 9.191± 0.280
tube 3 40.448± 0.172 9.789± 0.240 104.609± 0.346 10.677± 0.405
tube 5 46.273± 0.126 9.784± 0.176 111.443± 0.306 9.815± 0.378
tube 6 44.051± 0.129 9.626± 0.181 111.403± 0.343 10.669± 0.391
tube 7 39.816± 0.148 8.726± 0.118 100.765± 0.411 11.603± 0.540
tube 8 38.633± 0.211 11.540± 0.249 105.411± 0.451 9.663± 0.478
tube 9 42.715± 0.184 10.119± 0.350 100.707± 0.622 11.116± 0.820
tube 10 45.269± 0.161 7.350± 0.128 108.748± 2.237 11.122± 1.334
tube 11 42.155± 0.187 11.711± 0.229 123.649± 0.442 12.591± 0.485
tube 12 43.263± 0.212 12.603± 0.227 121.206± 0.451 16.306± 0.625
tube 13 42.108± 0.009 10.840± 0.051 119.537± 0.348 11.629± 0.354
tube 14 43.956± 0.289 12.963± 0.348 106.396± 0.284 12.377± 0.466
tube 15 40.570± 0.195 12.153± 0.245 107.478± 1.737 11.283± 1.674

Data 2010 - Side C

tube 20 20.830± 1.849 21.266± 0.924 83.446± 1.494 17.795± 0.9748
tube 21 31.817± 0.959 20.106± 0.600 89.654± 2.879 26.548± 2.254
tube 22 21.160± 1.724 24.906± 1.233 99.855± 1.120 18.577± 1.143
tube 23 40.654± 0.172 9.695± 0.245 102.361± 0.424 11.637± 0.475
tube 24 42.148± 0.318 11.379± 0.431 135.522± 0.682 13.879± 1.494
tube 25 30.905± 0.414 19.014± 0.340 88.258± 1.123 31.917± 1.140
tube 26 30.866± 0.507 20.183± 0.501 91.148± 1.735 29.800± 2.182
tube 27 44.244± 0.142 10.834± 0.205 117.909± 0.483 10.191± 0.604
tube 28 41.683± 0.132 9.290± 0.163 110.194± 0.486 11.549± 0.551
tube 29 no− fit no− fit no− fit no− fit
tube 30 35.314± 0.686 11.771± 0.591 100.621± 1.085 14.339± 1.079
tube 31 43.080± 0.147 9.251± 0.206 106.49± 0.406 11.014± 0.452
tube 32 43.034± 0.152 9.591± 0.211 110.442± 0.305 10.238± 0.363
tube 34 41.524± 0.137 9.406± 0.183 115.347± 0.417 9.831± 0.420

Table A.3: Peak positions and signal width for all Cerenkov tubes. ”no-fit” signifies that the fit did
not converge.
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PYTHIA MC09 tune

PMT cut [p.e] εA εC εOR εAND

0 0.999± 0.001 0.999± 0.001 1.000± 0.001 0.999± 0.001
1 0.676± 0.002 0.681± 0.002 0.860± 0.001 0.497± 0.002
2 0.603± 0.002 0.609± 0.002 0.799± 0.002 0.412± 0.002
3 0.572± 0.002 0.579± 0.002 0.776± 0.002 0.375± 0.002
4 0.550± 0.002 0.555± 0.002 0.757± 0.002 0.348± 0.002
5 0.530± 0.002 0.536± 0.002 0.740± 0.002 0.326± 0.002
6 0.515± 0.002 0.522± 0.002 0.727± 0.002 0.309± 0.002
7 0.499± 0.002 0.509± 0.002 0.715± 0.002 0.293± 0.002
8 0.487± 0.002 0.496± 0.002 0.704± 0.002 0.280± 0.002
9 0.477± 0.002 0.485± 0.002 0.693± 0.002 0.269± 0.002
10 0.467± 0.002 0.475± 0.002 0.684± 0.002 0.259± 0.002
11 0.458± 0.002 0.467± 0.002 0.676± 0.002 0.250± 0.002
12 0.451± 0.002 0.460± 0.002 0.668± 0.002 0.242± 0.002
13 0.444± 0.002 0.453± 0.002 0.661± 0.002 0.236± 0.002
14 0.438± 0.002 0.447± 0.002 0.655± 0.002 0.229± 0.002

15 0.432± 0.002477 0.440± 0.002 0.649± 0.002 0.223± 0.002

16 0.426± 0.002 0.435± 0.002 0.643± 0.002 0.218± 0.002
17 0.421± 0.002 0.429± 0.002 0.638± 0.002 0.213± 0.002
18 0.416± 0.002 0.424± 0.002 0.632± 0.002 0.208± 0.002
19 0.412± 0.002 0.419± 0.002 0.627± 0.002 0.203± 0.002
20 0.407± 0.002 0.416± 0.002 0.623± 0.002 0.200± 0.002
21 0.402± 0.002 0.411± 0.002 0.618± 0.002 0.195± 0.001
22 0.398± 0.002 0.406± 0.002 0.613± 0.002 0.191± 0.001
23 0.393± 0.002 0.402± 0.002 0.608± 0.002 0.187± 0.001
24 0.389± 0.002 0.398± 0.002 0.603± 0.002 0.183± 0.001
25 0.385± 0.002 0.393± 0.002 0.599± 0.002 0.179± 0.001
26 0.380± 0.002 0.388± 0.002 0.593± 0.002 0.175± 0.001
27 0.374± 0.002 0.382± 0.002 0.586± 0.002 0.170± 0.001
28 0.368± 0.002 0.377± 0.002 0.580± 0.002 0.165± 0.001
29 0.363± 0.002 0.371± 0.002 0.573± 0.002 0.160± 0.001
30 0.357± 0.002 0.365± 0.002 0.567± 0.002 0.155± 0.001
31 0.351± 0.002 0.358± 0.002 0.559± 0.002 0.150± 0.001
32 0.343± 0.002 0.351± 0.002 0.551± 0.002 0.144± 0.001
33 0.337± 0.002 0.344± 0.002 0.542± 0.002 0.139± 0.001
34 0.329± 0.002 0.337± 0.002 0.534± 0.002 0.133± 0.001

Table A.4: LUCID efficiency when at least one hit is required on side A (εA), on side C (εC), either
of the sides (εOR), both sides (εAND) for pp inelastic collisions and a full ATLAS detector simulation
collisions at

√
s = 7 TeV.



Appendix B

Performance Study of Luminosity
Algorithms in ATLAS

i Li(l, n, k) L̃i(n, k)

1 kM11P
l
XOR(1− PXOR − P11)n−k−l kM11(1− P11)n−k

2 MXORlP
l
XOR(1− PXOR − P11)n−k−l PXORMXOR(n− k)(1− P11)n−k−1

3 PXORMXOR(n− k)(1− P11)n−k−1 kM10

[
(P00 + P01)n−k − Pn−k00

]
4 M01lP

l
01P

n−k−l
00 P01M01(n− k)(P00 + P01)n−k

i Ki(n, k) K̃i(n)

1 M11kP
k
11(1− P11)n−k nM11P11

2 MXORPXORnP
k
11(1− P11)n−k−1 nMXORPXOR

[(
1

1−P11

)
− (1− P11)n−1

]
3 −MXORPXORkP

k
11(1− P11)n−k−1 −nMXORPXOR

(
P11

1−P11

)
4 M10kP

k
10(P00 + P01)n−k nM10P10(P00 + P10 + P01)n−1

5 −M10kP
k
10P

n−k
00 −nM10P10(P00 + P10)n−1

6 M01P01nP
k
10(P00 + P01)n−k−1 nM01P01

[
(1−P11)n

P00+P01
− (P00 + P01)n−1

]
7 −M01P01kP

k
10(P00 + P01)n−k−1 −nM01P01P10

(
(1−P11)n−1

P00+P01

)
Table B.1: Coefficients used in the derivation of the Hit counting method in coincidence mode.
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Z→ µ+µ− analysis : Optimization of
the selection cuts
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Figure C.1: The first plot (top) shows how the significance of the Z→ µ+µ− signal depends on the
cut value. The second plot (bottom) shows the cut efficiency as a function of the cut values. The
points represent the effect of the cut the signal, while the solid histogram represents the background.
The various figures show the optimization of the (a) pT (b) η (c)(d) isolation plots.
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